
PHYSICS TODAY
A publication of the American Institute of PhysicsJuly 2020 • volume 73, number 7

Newton and the
South Sea Bubble

Laser spectroscopy 
of pionic helium

Detecting light’s
angular momentum

Predicting

flow
a




Resource managers use forecasts to ensure

future access to abundant water and

 provide safety from river-related hazards.
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An intake tower at the Hoover Dam. (Photo by Sean Fleming.)
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Rivers have always been crucial transportation pathways. The
exploration, settlement, and economic development of the Amer-
icas depended acutely on river navigation. The Danube serves as
a trade route in Europe, much as it did for the Romans 2000 years
ago, and today it carries commercial freight across the continent. 

Rivers also provide homes for precious ecosystems. They
house fisheries, facilitate recreation, and bring in tourism dol-
lars. That’s not to mention their tremendous cultural value:
American literature wouldn’t be the same without Mark Twain’s
recollections of his experiences as a Mississippi riverboat pilot. 

Rivers can also kill. Floods are the most devastating natural
force in the US, and at times they have been architects of history.
In 1948, the Columbia River flooded and wiped out the progres-
sive Portland suburb of Vanport, Oregon. Fifteen people died,
and the destruction permanently changed the area’s racial dy-
namics. The flood also motivated the US and Canada to nego-
tiate the Columbia River Treaty, intended in part to support
flood control efforts. Droughts are subtler than floods but are
considered more damaging globally. 

Although the water wars predicted in 1995 by then World
Bank vice president Ismail Serageldin are unlikely to material-
ize,3 competition over scarce water resources has occasionally
led to violence. For example, Israeli and Syrian forces skir-
mished in the mid 1960s over water resources in the Jordan
River basin. 

Predicting variability and long-term changes in river flows,
like those shown in figure 1, is crucial for optimally managing
water resources and sidestepping danger. Such hydrologic
forecasts are made on a range of time scales and for many pur-
poses. Flood prediction is done hours to days ahead of an event
and is used to make emergency management decisions. Sea-
sonal water supply forecasts are needed months in advance to
inform the vast water and power management infrastructure

in the mostly dry western US. For
long-term assessment of the effects of
land use and climate change, plan-
ning happens over decades or even
generations. Successful prognostica-
tion depends on a cross-disciplinary

set of quantitative modeling approaches. 
How do watershed hydrology models work, and what

physical principles do they embody? Each model can include
contributions from numerous disciplines: civil engineering,
geophysics, agricultural engineering, meteorology, climate sci-
ence, glaciology, and others. Given that complexity, how do hy-
drologists pick which systems and processes to include in their
models? How do they choose appropriate representations and
implement them effectively? What, in short, is the physics be-
hind river-prediction models?

What’s under the hood?
River prediction models are usually implemented at the water-
shed scale. A watershed, also known as a catchment or river
basin, is the entire upstream land area that drains to a certain
point on a river. It’s typically determined by topography, such
as a mountain ridge separating one watershed from the next;
a large example of such a ridge is the continental divide be-
tween the Columbia and Mississippi River basins.

Many geophysical and biophysical processes, including
snow accumulation and melt, rainfall infiltration, groundwater
flow, evaporation, and transpiration by plants make up a wa-
tershed’s hydrology. By accounting for those processes, a model
reproduces and predicts water flux dynamics throughout the
basin and, ultimately, at a point of interest on the river. Often
that point is chosen to coincide with a long-term river-flow
measurement location, called a streamgage or hydrometric sta-
tion, that collects observational data needed to build and test
the model. The point of interest can also be chosen to help an-
swer a practical question, such as whether a site would be ap-
propriate for a power plant that requires water for cooling. 

A model’s output is normally a time series of the river’s av-
erage flow rate, often in cubic meters per second, at one or more
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Rivers support life and fuel civilization.1,2 They provide
water for drinking, irrigate food crops, and help build
everything from cars to computers. Their waters drive
 hydroelectric turbines that generate clean energy. Rivers
have even supported nuclear physics developments that

changed the course of a war: The hydroelectric complexes of the
 Columbia Basin Project and the Tennessee Valley Authority enabled
 energy-intensive uranium and plutonium refinement for the Manhattan
Project. 
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points of interest. The most common time-averaging frequency
is daily, but it can range from subhourly to yearly. A model may
also generate additional data, such as estimates of soil moisture
or snowpack. 

Virtual watersheds
Several approaches to hydrologic modeling are outlined in fig-
ure 2. The most explicitly physics-based option is process sim-
ulation, which relies on direct mathematical representations of
water movement over and through Earth. That movement can
be described in varying levels of physical detail. 

The Navier–Stokes and continuity equations fundamentally
govern fluid transport. To our knowledge, the complete non-
linear equations have never been directly implemented for wa-
tershed hydrologic modeling. And for good reason: They’re
notoriously difficult to solve numerically, which makes them
impractical to implement at the spatial and temporal resolu-
tions and scales typically required. However, with exascale
computing on the horizon, applying the full equations may be
an idea worth exploring.4

In 1969 Allan Freeze and Richard Harlan put forward what
is widely considered to be the gold standard in hydrologic
modeling.5 Derived from the full Navier–Stokes equations
under simplifying assumptions, their physics-oriented ap-
proach depicts and predicts nature through a system of cou-
pled partial differential equations that represent water fluxes
through landscape elements. (See box 1 for a sketch of their ap-
proach.) The approach has only occasionally been used for
practical applications. It is receiving renewed interest, how-
ever, particularly from US Department of Energy laboratories
that are developing multiphysics environmental models to run
on high-performance computers.6,7

A less detailed yet widely used hydrologic model approx-
imates water flow using the conceptual linear reservoir as-
sumption. Under that assumption, a watershed’s natural
water-storage mechanisms—lakes, wetlands, soil moisture,
aquifers, and so forth—act as a de facto reservoir whose output
rate depends on how full it is. Combining that with continuity

a b
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FIGURE 1. RIVERS AND OTHER WATER RESOURCES evolve in
 response to natural and anthropogenic factors. (a) The advanced
 society that lived in Ancestral Puebloan (formerly known as Anasazi)
ruins near Los Alamos, New Mexico, moved on around 1200 AD, in
part because of the drying climate. (b) Nevada’s Walker Lake is a
 remnant of ice-age Lake Lahontan; its water level has dropped 55 m
since the 19th century, mainly from diversions for agriculture. (c) The
McKenzie River springs from a volcanic aquifer at Tamolitch Falls in
the Oregon Cascades in a dramatic demonstration of river–aquifer
 interactions. Accurately capturing the water-storage effects can be
crucial for river-flow forecasting. (d) The Los Angeles River is a
 favorite filming location for car chases in Hollywood movies. Such
highly urbanized rivers no longer have the natural water storage and
release mechanisms seen in the McKenzie River. They are therefore
more variable and flood-prone, which makes accurate forecasting
even more crucial—and more challenging. (Photos by Sean Fleming.)
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gives the linear reservoir model for river prediction:

where Q is the predicted streamflow rate; I represents the con-
ceptual reservoir’s net rate of water input, which consists
mainly of rainfall or snowmelt and may be adjusted for evap-
otranspiration losses; and k is a constant that accounts for how
quickly streamflow responds to weather. Readers may recog-
nize the model as a first-order linear time-invariant systems ap-
proach. It may seem simple, but it can become complicated
when it’s configured to capture more complex geophysical dy-
namics such as multiple reservoirs in series or parallel, spatially
distributed reservoirs, and nonlinear reservoirs. 

A similar but more straightforward treatment considers
only continuity without explicitly including the linear reser-
voir assumption. In such a model, changes in a basin’s water
storage are equal to the difference between inputs, like rainfall
and snowmelt, and outputs, like evapotranspiration and
streamflow. Such water-balance models can be implemented
using simple spreadsheet calculations and are sometimes used
for practical water-planning tasks. They can also serve as
frameworks for building intricate suites of interlinked sub-
models that represent various additional processes.

The concepts discussed so far represent only two things: the
dynamics of water movement across and through the ground
and the river basin’s overall water balance. Those elements
form the core of any mechanistic river-prediction model. But a
river and its watershed can have many different components,
such as trees, buildings, swamps, and ice fields. In practice,

therefore, most process-simulation models are modular; in ad-
dition to their core, they usually integrate several submodels
representing environmental factors that can affect streamflow. 

Like the cores, submodels vary in their approaches and level
of detail. They might represent transpiration by forests and
crops, evaporation from lakes and the soil surface, snowpack
accumulation and melt, or ice melt from mountain glaciers,
which is distinct from seasonal snowmelt. They can also ac-
count for near-surface hydrometeorological dynamics, like the
dependence of precipitation’s phase on temperature and eleva-
tion, which can vary dramatically in rugged mountain water-
sheds. An estimate of I(t) in a linear reservoir model might, for
example, come from adding local rain flux from an atmos-
pheric submodel to snowmelt flux from a snowpack one. 

Models can also account for modifications of natural
processes. Capturing land-use changes, such as certain forestry
practices that reduce the tree canopy or urbanization of agri-
cultural lands that increases impermeable area, can help pre-
dict corresponding shifts in evapotranspiration, snow dynam-
ics, and infiltration. Those shifts can influence river flows by,
for example, increasing flood frequency and severity. 

An important attribute of any process simulation model is its
degree of spatial distribution. A fully distributed model divides
the watershed into a grid pattern to accommodate heterogeneity
in watershed processes; it can account for details like a thunder-
storm only producing rainfall in one part of the watershed. At
the other end of the spectrum, a spatially lumped model is a par-
simonious approach that treats the watershed upstream of the
point of interest as a single homogeneous unit. The intermediate
option is a semidistributed model that divides the watershed
broadly by spatial proximity or elevation. Some version of either
the conceptual linear reservoir or the water-balance method is
typically used regardless of a model’s degree of spatial distribu-
tion. However, fully distributed models occasionally implement
the gold-standard approach, which typically requires a finite-
 difference solution that leads naturally to a grid-based division
of the watershed.

Cyborg hydrologists
Unlike process-simulation models, data-analytics approaches to

I(t) = Q(t) + k 
∂Q(t)

∂t

River-prediction models

Process simulation Data-driven

Fully physics-based Conceptual reservoir-based Statistical

Machine 
learning and so� 

computing
Fully distributed Semidistributed Spatially lumped Time-series type Regression type

Hybrids combining multiple models

FIGURE 2. RIVER-PREDICTION MODELS fall broadly into two
 categories. Process-simulation models aim to be explicitly physics-
based and are further classified by their rigor, their level of spatial
resolution, and the geophysical and biophysical processes they
 include. Data-driven models use pattern-detection algorithms to
implicitly capture the physics of river runoff generation. They relate
predictors to outputs using some form of input–output mapping
and are further categorized by their use of classical statistics or
 artificial intelligence. There is much overlap among the modeling
types, and there are many opportunities to combine them. 
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river prediction view each watershed as a dynamical filter with
input and output signals such as rainfall and streamflow. The
model’s job is to implicitly capture watershed processes in a
transfer function that empirically maps the inputs to the outputs.
Such top-down data-driven prediction methods use both statis-
tical and machine-learning techniques, and they serve as a pow-
erful and flexible complement to bottom-up mechanistic models.

Linear Gaussian statistical models have long been used for
river prediction. For instance, the 1960s-era Thomas–Fiering
model for short-term river forecasting applied standard linear
time-series procedures, which are widely used across the nat-
ural and social sciences to make predictions from memory-rich
datasets. (In fact, Harold Edwin Hurst and Benoit Mandelbrot’s
discovery of long-term memory in time series originated from
their studies of Nile River flows. Since then, fractal dynamics
and 1/f noise in hydrologic data have continued to attract
physicists’ attention.8) A more modern example of applying lin-
ear Gaussian statistics to river prediction is a probabilistic ex-
tension of principal component regression. Originally adapted
to water-supply forecasting (WSF) by the US Department of
Agriculture, it is commonly used by government agencies and
hydroelectric utilities across the western US and Canada to pre-
dict seasonal snowmelt volume.9

Machine learning is a branch of artificial intelligence (AI)
that uses algorithms to detect patterns in data and then uses
those patterns to make predictions. One of us (Gupta) helped
lead the charge 25 years ago to apply machine learning to hy-
drology;10 that approach is now coming back in a big way as
AI permeates the everyday world. (For more on applying AI
to river prediction, see box 2). Even Google is getting in on the
action by using AI for experimental large-scale flood forecast-
ing in India. 

Current R&D on machine learning for river prediction is
bridging the gap between academic research and live operational

forecasting systems. Hybrid solutions blend AI with specific
technical and institutional requirements around river prediction,
including ease of use and alignment with existing knowledge of
the physical processes governing river flow.4 For instance, one of
us (Fleming) is currently retrofitting the US Department of Agri-
culture’s proven WSF model with a physics-constrained AI meta-
system that integrates automated machine learning.11

Data-driven models can easily test the effects of integrating
new, potentially helpful information with established predic-
tors. If an update is useful, it can quickly be deployed. For ex-
ample, El Niño events can cause drier, warmer winters, lower
snowpack, and reduced river-flow volumes in the Pacific
Northwest; they tend to have the opposite effect in the US
Southwest. Climatologists routinely summarize ocean temper-
ature data indicative of such events in compact metrics like the
Niño 3.4 index. Hydrologists can easily combine those indices
with other predictor variables in a regression- or AI-based WSF
model to improve its accuracy. Such practices are common in
operational forecasting. However, climate science evolves rap-
idly, and data-driven models also make it simple to test the
river-prediction value of emerging information. They are there-
fore crucial tools for ongoing hydroclimatic research.12

Modeling chains
Watershed hydrology is one component of a larger environmen-
tal framework, so multiple models are sometimes linked for a
more comprehensive view. Gleaning inputs for river prediction
models from the outputs of numerical weather-prediction mod-
els is a common practice. That chain forms the basis for opera-
tional flood forecasting, which provides crucial information for
emergency management and dam safety; it facilitates decision-
making around whether to issue evacuation notices or preemp-
tively spill water from a reservoir. Government agencies and
dam operators generate and use such information daily. 
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FIGURE 3. RAINFALL IN THE MARA RIVER BASIN is tracked by satellite and ground-based measurements and incorporated into the Climate
Hazards Group Infrared Precipitation with Stations (CHIRPS) dataset for the region. These maps show daily CHIRPS precipitation; black, orange,
and white lines denote, respectively, the watershed boundary, stream network, and Kenya-Tanzania-Uganda borders. Tirthankar Roy and col-
leagues at the University of Arizona (including one of us, Gupta) combined several satellite-based precipitation products, including CHIRPS, with
an ensemble of hydrologic models to provide real-time probabilistic streamflow monitoring and forecasting for the Mara River.17 Their effort is
part of SERVIR, a joint program run by NASA and the US Agency for International Development and designed to help developing nations make
environmental decisions. (Courtesy of Tirthankar Roy.)
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Outputs from watershed hydrology models can also be in-
puts to river-hydraulics models for mapping flood inundation
and propagation. Those models predict where floodwaters will
go and how far they’ll reach. Their results are used for emer-
gency planning, setting home insurance rates, and predicting
floods in large rivers like the Mississippi, where flood waves
from storms far upstream can take days to propagate down-
stream. Hydraulics models also inform physical habitat assess-
ments; fish like certain kinds of flow patterns, so information
about water flow can help protect and restore their habitat.  

Basin-scale river-hydrology models coupled with numeri-
cal groundwater models can predict the details of river–
aquifer interactions. Understanding those relationships has
been important for addressing interstate water conflicts like a
recent US Supreme Court case between Texas and New Mex-
ico, which was based in part on the effects of groundwater ex-
traction and surface water–groundwater interactions in the
Rio Grande basin. 

Model chains are also used to assess possible climate change
implications for rivers. Outputs from global climate models
can be used to drive river predictions; however, the outputs

must first be downscaled and bias-corrected to adjust for sys-
tematic errors and to provide information about meteorologi-
cal forcing at appropriate spatial and temporal scales. Climate
change may also induce other environmental shifts, such as
vegetation changes or glacier recession, that can have hydro-
logic implications. In those cases, a modeling chain would re-
quire intermediate steps to quantify such land-cover changes
so they can be represented in the watershed model. Normally,
there is no dynamic coupling within a chain; it is a one-way
pipeline of offline models run sequentially by different re-
search groups. 

Complexity, selection, and ensembles
Many kinds of data are potentially relevant for river prediction.
They include land surface characterization, such as maps of
vegetation cover and impervious surface area; weather metrics,
such as temperature, precipitation, wind speed, and solar ra-
diation; digital elevation models and river network represen-
tations; and maps of hydrogeologic characteristics, such as soil
types. Sources for those data include long-term environmental
monitoring stations, airborne and satellite remote sensing (see

figure 3), and outputs from other models. The
choice of a river prediction model should reflect in
part what data are available: Using a simple hy-
drologic prediction model when many types and
large volumes of data are available may result in
an unnecessary loss of information-generating ca-
pacity, whereas using a complex model with insuf-
ficient data may create a false sense of sophistica-
tion and potentially incorrect results. 

Model choice is less about pros and cons and
more about picking the right tool for the job. But
that can be challenging. One overarching theme to
river prediction models is that there are many, and
they’re diverse. Broadly speaking, physics-oriented
models are great for testing our hydrologic knowl-
edge because they use explicit representations of
specific processes. Their virtual watersheds can also
directly simulate predictive scenarios around cli-
mate change, urbanization, wildfire, and other
long-term environmental shifts. Data-driven mod-
els, on the other hand, cost far less to build and run.
They also tend to give more accurate short-term op-
erational forecasts of flooding and water supply
with more reliable quantitative estimates of predic-
tive uncertainty. 

Other selection criteria for a model are whether
it represents all pertinent processes; whether it cap-
tures the problem’s time and space scales; and
whether uncertainty assessment is required. Prag-
matic issues also arise, such as reliability, run time,
implementation and operating costs, and stake-
holder buy-in. New modular, customizable frame-
works allow users to choose components. For hy-
drology, as in many other fields, the best predictive
model is often an ensemble.

The value of predictability
River prediction is a high-stakes game, and the
stakes are only getting higher. Even modest,

BOX 1. THE GOLD STANDARD
The classical physics-based approach to representing water flows in and across
landscapes was first outlined in 1969 by Allan Freeze and Richard Harlan.5 Their
model is built primarily around four coupled partial differential equations. Below
are the equations in Freeze and Harlan’s original notation. Today’s models often
use more modern formulations, driven in part by advances in computational
technology.

The first key element is the Richards equation, which governs water move-
ment in the vadose zone, an unsaturated area above the groundwater table. In
their paper, Freeze and Harlan reported that numerical solutions to the three-
dimensional Richards equation were not yet possible. They therefore focused on
a one-dimensional simplification that only predicted the vertical infiltration of
rainfall or snowmelt into the soil:

The second element is the groundwater flow equation, a form of the diffusion
equation that governs water dynamics in aquifers. Freeze and Harlan framed it as

The third piece is the one-dimensional Saint-Venant equations, which describe
the surface movement of water, including flow overland and in river channels:

and 

All of the equations are related to Navier–Stokes and continuity. For example,
the groundwater flow equation is derived from the combination of continuity
and Darcy’s law; although the law, which describes flow through a porous
medium, was originally discovered empirically, it can also be derived from
Navier–Stokes.
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incrementalimprovementsinWSFaccuracycancontributead-
ditionalpublicvalueofmorethan$100millionannuallyfora
singleriverbasin.13 Theaccuracyandleadtimesoffloodforecasts
arealsobecomingevermorecrucial:Floodrisksareescalating
with the increaseddevelopmentoffloodplains,moreextreme
rainfalleventsunderclimatechange,andurbanization-induced
lossesinthelandscape’scapacitytoabsorbrainfall.

Moreover,twobillionpeoplecurrentlylivewithoutadequate
accesstodrinkingwater,andUNESCOexpectsglobalwaterde-
mandtoincreaseby55%inthenextfewdecadesduetopopu-
lationandeconomicgrowth.Avoidinglethalandsocioeconom-
icallydestabilizingglobal failures tomeetbasicwater-supply
needswillrequirebetterwater-managementapproachesbased
on improvedunderstandingandpredictionofriverdynamics
acrossarangeofspaceandtimescales.

Severaldirectionsforfutureworkareapparent.2,4,14 Predic-
tiveskillneedstoimproveindifficultenvironmentslikedeserts,
alpinewatersheds,anddensecities.Renewedattentionshould
bepaid tocomplexsystemsscience,afield thathasattracted
greatinterestinstatisticalmechanics,ecology,andsociophysics.
Rivernetworksareaclassicexampleof fractalgeometry,and
chaostheorylimitsweather’spredictabilitytoanapproximately
two-weektheoreticalwindow.Ingeneral,neitherofthosemod-
ernmathematicalconceptsappearsexplicitlyinriver-prediction
models;acomplexsystemsapproachcouldincorporatethem.

Continuing tocapitalizeon thedatarevolutionwilldrive
progressinhydrology.Developingnoveldatatypes,15 discov-
eringpredictiveclimaticinformation,12 andexploringnewan-

alyticaldirections to supportenvironmentalmonitoringand
prediction16 allofferopportunitiesforgrowth.Substantialfor-
wardmovementon those frontswillbecrucial tomanaging
riversandwaterresourcesinanincreasinglyuncertainfuture.
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RIVER PREDICTIONS 

BOX 2. APPLYING ARTIFICIAL INTELLIGENCE TO RIVER PREDICTION
River forecasters were early adopters of machine learning. In the mid 1990s, they began publishing papers that applied artificial neural
networks to flood forecasting. Although that research continued, practical applications—particularly to operational forecasts—were few.
Roadblocks included an apparent lack of interpretability, an unproven track record, and the deterministic nature of most artificial intel-
ligence (AI) forecasts. However, the use of AI is now becoming routine. Machine-learning algorithms are more accessible, and methods
are available for making probabilistic predictions and facilitating the integration of experiential knowledge into machine-learning models.
Views are therefore changing toward using AI for practical river-prediction applications. 

A hybrid prediction system was recently operationally tested by a flood-forecasting agency in the Pacific Northwest.18 Several neural-
network river-prediction models formed an ensemble; each represented a slightly different geophysical conceptualization of the domi-
nant flood-generating mechanisms in the mountain watershed, which received precipitation as both rain and snow. Each of the neural
networks was driven in turn by an ensemble of downscaled and bias-corrected numerical weather predictions from the North American
Ensemble Forecast System, a joint project of the US, Canadian, and Mexican national weather services, and by observational data on an-
tecedent streamflow and snowpack conditions. The resulting Monte Carlo super-ensemble, run with a one-day timestep, enabled prob-
abilistic forecasts, including the likelihood of the river topping its banks during the next three days. (Figure adapted from refs. 4 and 18.)
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