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ABSTRACT
Soil surveys, and most other agencies that produce maps of environmental conditions, are experiencing dramatic changes in response to the introduction of new technologies and new digital data sources.  Almost all map making disciplines have recognized a need to adopt new technologies and new data sources to allow them to produce maps more inexpensively, rapidly and with greater accuracy.  Many have experimented with, and adopted, new technologies for automated recognition and extraction of soil classes or for continuous mapping of individual soil properties. This paper describes how the LandMapR toolkit of programs has been applied successfully in B.C. and Alberta, Canada to automate the mapping of landforms and ecological spatial entities and to add value to digital soil databases.  To date, the main application has been for full-scale, operational predictive mapping of ecological spatial entities (Site Series). Spatial variation in Site Series tends to be very strongly related to landform position, shape and exposure as they influence the ecological processes and conditions that control the availability of moisture, energy and nutrients in the landscape.  In this sense, there is a very strong similarity between ecological site types (Site Series) and soil types (Soil Series). Both are defined in similar ways and both are amenable to prediction by automated means as long as there is some reasonable expectation of a describable soil-landform or soil-ecological spatial relationship. The LandMapR procedures use a rule-based approach that relies heavily on capturing heuristic knowledge of ecological-landform relationships recorded in existing human-devised systems of classifying and mapping ecological site types, soils or landforms.  A hybrid approach is followed that uses both Boolean (hard) and fuzzy (soft) classification rules and allows for both manual and automated recognition of a hierarchy of spatial entities.  The LandMapR approach has been used successfully to produce predictive ecosystem maps (PEM) for several areas of 1 million hectares or larger in BC.  Rigorous field sampling and statistical analysis have established that the resulting maps consistently achieve accuracies of greater than 65% at costs far below those associated with either traditional manual mapping or with other methods of automated predictive mapping.
1. INTRODUCTION

__________________________________________
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McBratney et al., (2003) have observed that “worldwide, organizations are investigating the possibility of applying the new spanners and screwdrivers of information technology and science to the old engine of soil survey”.   They further observed a trend to use geographic information systems technology to produce maps of soil properties and soil classes while limiting expensive fieldwork and laboratory analyses.  

1.1 Motivation for automated mapping in BC

These observations pretty well sum up the situation with respect to predictive ecological mapping in BC, Canada, where the LandMapR approach has found it’s most extensive and successful commercial application.  B.C., which is largely forested, uses the Biogeoclimatic Ecosystem Classification (BEC) system (Pojar et al., 1987) to describe, classify and map ecosystems.  These ecosystem maps are used as the basis for many planning and decision making activities.  
The planning and operational activities of forestry companies are guided by regulations that reference ecological site types (Site Series) and ecological conditions as portrayed on ecological maps.  As one important example, annual allowable cuts for forest licensees are linked to predictions of mean annual increment (annual growth rates). The main method for producing a spatial estimate of mean annual increment, and therefore of allowable annual cut, is by relating Site Index (annual growth rate) to ecological classes (Site Series) as depicted on ecological maps (Olivotto and Meidinger, 2001).  The province of B.C. requires any ecological map used to establish Site Index and, therefore annual allowable cut, to achieve a demonstrated level of map accuracy of 65% according to a defined protocol for sampling and evaluating map accuracy (Meidinger, 1999, 2003).  Maps of ecological classes that do not achieve this level of accuracy cannot be used as the basis for supporting calculations of new or revised estimates of Site Index and annual allowable cut.  Given that preparation of these ecological maps can involve expenditures of millions of dollars, there is strong motivation to ensure that any maps produced for this purpose can be confidently anticipated to achieve at least this minimum level of documented accuracy.
1.1.1 Conventional ecological mapping in B.C.

Until the late 1990’s, most ecological maps in B.C. were prepared using methods that were largely manual and that involved significant expenditures of time and money to implement. Formal standards were defined that specified step by step procedures that needed to be followed in the preparation of Terrestrial Ecosystem Maps (TEM) (RIC, 1998, 2000a).  These procedures were based on a traditional mapping approach of manual air photo interpretation to develop an initial set of conceptual models followed by a significant amount of field observation to both confirm and revise the initial air photo interpretation.  Ecological maps whose preparation followed the published standards and protocols were assumed likely to achieve the required level of descriptive and spatial accuracy and were often exempted from having to conduct and submit a formal, statistical assessment of accuracy based on expensive and difficult to collect field observations.  
The main problem with TEM ecological maps prepared using the TEM standards was that their preparation proved to be very labor intensive, time consuming and expensive.  TEM maps typically had per hectare costs that ranged from a low of $3.50 to a high of $10.00 per hectare.  Rates of progress were also constrained by limitations on how rapidly a human interpreter could physically review and interpret air photographs and by the time and resources required to conduct field inspections in what is often largely inaccessible terrain.  Rates of progress for manual TEM mapping typically were restricted to no more than about 50,000 to 100,000 ha per person year for the normal mapping scales of 1:20,000 to 1:50,000.  Finally, since manual delineation of ecological spatial entities is subjective and variable, TEM maps suffered from further limitations related to a lack of consistency, repeatability, replicablity and ability to be easily and rapidly updated.  Requirements to address issues of consistency, correlation and edge matching between mappers and between map projects introduced additional costs and problems.  Given that ecological maps needed to be produced, and were being produced, for many different areas, some as large as 10 million hectares, the issues of costs, time constraints, update, consistency and correlation were of considerable importance.  
Mechanisms for addressing these issues to reduce costs, increase rates of production and to improve consistency, replicabililty and ease of update needed to be identified, implemented and evaluated.  The preferred solution in B.C. was to automate using an approach referred to as predictive ecosystem mapping (PEM).  
1.1.2 Predictive ecosystem mapping (PEM) in B.C. 
Predictive ecosystem mapping (PEM) has been defined (Jones et al., 1999) as: 

· “A computer, GIS and knowledge-based method of stratifying landscapes into ecologically oriented map units based on the overlaying of existing mapped themes and the processing of the resulting attributes by automated inferencing software using a formalized knowledge base containing ecological-landscape relationships”.
The basic concept underlying predictive ecosystem mapping is that the spatial distribution of ecological site types can be predicted economically and accurately by formalizing ecological knowledge into rule bases that can then be applied to existing or new digital data sets to automatically predict the most likely classification at any given location.  This premise requires that the spatial arrangement of ecological conditions and ecological classes occur at least partly in response to ecological processes and controls that themselves exhibit a defined and describable pattern.  If there is no underlying structure to the spatial arrangement of ecological classes (e.g. a landscape-ecological relationship) then there is little likelihood that predictive methods will prove useful or effective. 
Some of the concepts and tools now used for PEM mapping in B.C. grew out of research initially undertaken in Alberta, Canada as part of the NAIA project to develop a commercial toolkit for predictive ecosystem mapping (see Jones, 1993; Mulder, 1993; Skye, 1993; Mulder and Corns, 1993). This project eventually resulted in development of a commercial product named ELDAR (Mulder and Corns, 1997) that has been used to produce predictive maps of ecological classifications in B.C., Alberta, Manitoba and Ontario (e.g. see Downing et al., 1998).  Other computer tools with capabilities similar to ELDAR arose in response to concerns about the costs and commercial restrictions associated with using proprietary software.  These included SiteLogix (Beckingham et al., 1999) and EcoGen (Meidinger et al., (2000).  All of these application programs were aware of, and built upon, earlier basic research that had demonstrated the potential of using automated analysis of digital data to predict ecological classes in forested landscapes (e.g. Coughlan and Running, 1989; Twery et al., 1991; Band et al., 1991).  

One limitation of the initial procedures and computer programs used to implement PEM mapping in B.C. is that they failed to make the most complete and effective use of all digital data available for use in B.C.  This was particularly true for the provincially available digital elevation model (DEM) data referred to as Terrain Resource Inventory Mapping (TRIM). The initial programs mainly used existing polygonal maps of forest cover, bioterrain (a kind of combined manual soil and terrain mapping) and terrain derivatives computed from the provincial DEM.  Most adopted an approach in which all available digital input data sets were thrown into the mix and analyzed to try to uncover and apply any and all potential spatial relationships between ecological classes and classes in the input data layers.  These spatial patterns could be entirely fortuitous or they could be related to a defined causal relationship.  It did not matter, as long as the input layers could be used to support some kind of reasonable prediction of output classes.  Several different kinds of approaches were used to help develop statistical or empirical relationships between classes on the input maps and ecological classes that were to be predicted.  These included data mining, analysis of evidence, spatial co-occurrence analysis and simple empirical trial and error (gaming).  The objective in all cases was to develop quantitative rule bases that related the likelihood of occurrence of each possible output class to the presence or absence of each input class on each available input map.  These rule bases expressed the belief that a given output class would occur given a particular class (or combination of classes) on a particular input map (or series of input maps).  Beliefs were typically expressed as integer numbers and most systems assigned a weight to each belief in order to place more or less emphasis on a given belief to reflect the importance of the belief or the confidence associated with it.  
The government of B.C. has actively supported the development and application of techniques and tools for predictive ecosystem mapping (see Jones et al., 1999) and has published standards governing PEM mapping in B.C. (RIC, 1999b, 2000b).  These actions were taken in part in recognition of the need to lower costs and increase rates of production for ecosystem mapping in B.C. while maintaining, or even improving, documented levels of map accuracy (Meidinger et al., 2000).  Numerous PEM mapping projects have been completed in B.C. over the period 1999-2004. PEM has become the de-facto standard for producing ecological maps in B.C. and has effectively replaced the previous standards for manually intensive Terrestrial Ecosystem Mapping (TEM).  TEM is simply no longer a viable alternative given its high costs and slow rates of progress. 
1.2 Automated mapping in other jurisdictions

The author is not aware of any other jurisdictions, in Canada or elsewhere, where formally approved regulatory standards are in place to govern the preparation, documentation and submission of maps prepared using automated predictive technologies. 

Predictive ecological maps have been produced on an individual project-specific basis in the Canadian provinces of Alberta, Manitoba and Ontario, but these provinces do not have published standards for these activities as does B.C.  Numerous examples exist of applications of predictive methods to produce maps for single areas in the U.S. for research purposes but few are for operational use (Scull et al., 2003; Burrough et al., 2001).  
The LandMapR programs are being applied and evaluated by soil scientists in Alberta, Saskatchewan, Manitoba, Ontario, Quebec and New Brunswick in Canada and also by researchers in the UK, the USA and Australia. In almost all locations, the LandMapR programs and procedures have proven capable of providing useful and relevant output.
2. RELEVANT LITERATURE

Terrain derivatives computed from digital elevation models (DEMs) have a long history of use for automated analysis and classification of landforms and landform-based entities.  Initial efforts by Strahler (1956), Speight (1968), Evans (1972, 1980), Young (1972), Peuker and Douglas (1975) and Collins (1975) showed how elevation data could be analyzed to compute relevant terrain derivatives that could then be used to automatically quantify landform morphology or to classify primitive landform entities.  
The earliest procedures for classifying landforms and landform-based spatial entities emerged from research in geomorphology and hydrology more than from research in pedology. 
2.1 Automated geomorphic classification

Weible and DeLotto (1988) and Weibel and Heller (1990a,b) elucidated a framework for automated landform classification using digital elevation data. Pike (1988) introduced the concept of using analysis of digital elevation data to establish what he called a “geometric signature” defined as "a set of measurements that describe topographic form well enough to distinguish geomorphologically disparate landscapes”. 

A considerable volume of geomorphological research concerned itself with developing procedures for automatically recognizing surface specific points identified as pits, peaks, channels, ridges (or divides), passes and the planar hillslope segments that occurred between divides and channels (Peucker and Douglas, 1975; Graff and Usery, 1993; Wood, 1996; Herrington and Pellegrini, 2000). These geomorphic approaches basically relied upon analysis of local surface shape (convexity/concavity) to differentiate morphological elements. Some shape-based geomorphic models expanded their classifications to differentiate divergent, convergent and planar hillslope components (Pennock et al., 1987, 1994; Irwin et al., 1997; Herrington and Pellegrini, 2000) in addition to the pits, peaks, channels and divides listed above. 
Measures of relative landform position, or slope position, which are often key conceptual components of many manual systems of classifying landforms (and soils), were not included in any of the classification approaches identified above. Other researchers have offered suggestions for computing different measures of relative landform position and for including these measures as key inputs to automated procedures for classifying landforms (Franklin, 1987; Franklin and Peddle, 1987; Skidmore, 1990; Skidmore et al., 1991, 1996; Fels and Matson, 1996; Twery et al., 1991; MacMillan et al., 2000).  None of the proposed measures of relative landform position are perfect and all possess quirks and limitations.  This may well be due to the fact that relative landform position is indeed a relative term and measures of it need to try to take into account variation that operates at several scales and over several different distances.  
Classification approaches that rely mainly on local measures of surface form (often in a 3x3 local window) tend to be fragmented in reflection of random noise and short range local variation in topographic surfaces. In general, classification models that include some measure of relative landform position tend to produce results that exhibit greater spatial coherence and less spatial fragmentation. Approaches that include consideration of relative landform position are often able to better capture and approximate human-devised conceptual classifications than approaches that do not include consideration of this attribute. 
2.2 Automated hydrological classification

Hydrological researchers attempting to automatically extract hydrologically-relevant spatial entities from digital elevation data and to predict internal soil properties for use in physically-based hydrological models have made significant contributions to developing procedures for classifying landforms and for predicting the spatial distribution of individual soil properties. 
Hydrological analysis efforts have universally made extensive use of computations of simulated surface water flow.  Most have simulated surface flow using grid-based calculations of cell to cell connectivity (Band, 1986a,b; 1989a,b,c; Mark, 1975a,b; Morris and Heerdegan, 1988; O’Callaghan and Mark, 1984). Others have computed flow topology using contour (O’Loughlin, 1981, 1986, 1990; Moore et al., 1989, 1991, 1993; Moore and Grayson, 1991; Grayson et al., 1992 a,b; 1993) or triangular irregular network (TIN) representations of the topographic surface (Chen, 1988; Heil, 1980; Palacios-Velez and Cuevan-Renaud, 1986; Weibel and Heller, 1990).  By tracing cell to cell flow to establish flow topology, hydrological researchers were able to automatically extract virtually the same set of surface features as had been recognized by geomorphic analysis, namely pits, peaks, channels, divides, passes and the hillslopes that occurred between divides and channels (Band, 1986a,b; 1989a,b,c). Automated extraction of hydrological spatial entities has expanded to recognize finer and more subtle sub-divisions of the landscape, such as the patches of Band et al., (2000) that are quite close in concept to individual landform elements such as shoulders, toe slopes and mid slopes that are recognized by the more elaborate geomorphic classifications.  In many respects the hydrological partitioning of hillslopes into patches or hillslope components produces spatial entities that are highly similar in concept and location to geomorphic slope components defined on the basis of form and relative landform position. 
Some of the earliest efforts to predict the spatial distribution of individual soil properties using derivatives of digital elevation data were undertaken by hydrologists investigating rapid and cost-effective mechanisms for estimating the spatial distribution of parameter values for physically-based, deterministic hydrological models (Bork and Rhodenburg, 1987; O’Loughlin et al., 1989). 
2.3 Automated ecological classification

Ecologists were also quite early to recognize the potential for analyzing digital elevation data to quantify environmental gradients and use these to aid in automatically mapping ecological classes. Examples of ecological classification using DEM data include work by Coughlin and Running (1989), Band et al., (1991), Aspinall (1994), Burrough et al., (2001), MacKay et al., (1991, 1993, 1994, 1997), Moore et al., (1993), Robinson and MacKay (1996), Skidmore (1989b), Skidmore et al., (1991; 1996) and Twery et al., (1991).  
Practical tools and procedures began to appear to support full-scale operational predictive mapping of ecological spatial entities in the mid 90’s.  Boise Cascade developed and applied the HABMOD ArcInfo GRID modeling tool to support automated classification of habitat types based on the principal of analyzing environmental gradients (Warren, 1998).  The Alberta Research Council, in partnership with Timberline Forestry Consultants, developed and marketed the ELDAR software package (Mulder and Corns, 1997; Downing et al., 1998) for operational predictive ecological mapping in B.C., Alberta, Manitoba and Ontario.  SiteLogix (Beckingham et al., 1999) and EcoGen (Meidinger et al., 2000) were developed and applied for similar purposes in the same geographic regions of Canada.  More recently, the LandMapR toolkit (MacMillan et al., 2000) was extended and modified to permit automated extraction of a hierarchy of landform-based ecological spatial entities in B.C. and Alberta.  
ELDAR and EcoGen are both mainly just engines for formalizing and applying ecological knowledge using existing spatial data sets. Neither includes strong capabilities for processing digital elevation data to compute terrain derivatives that can be used as inputs in the development and application of knowledge bases.  Both of these early software products suffer from this inability to extract maximum benefit from available DEM data sets by computing the wide range of terrain derivatives that can be used as surrogates or approximations for environmental gradients that are known to regulate the spatial distribution of ecological conditions and ecological classes.  More recent tools such as LandMapR and SiteLogix make an effort to link capabilities for processing DEM data to compute a wide range of terrain derivatives with other capabilities for building and applying formal rules based on capturing and applying ecological beliefs and ecological knowledge.  Similar capabilities developed elsewhere make it possible to implement automated knowledge based mapping easily and rapidly in other geographic locations. 
2.4 Automated soil prediction & classification

Automated production of maps of soils and of individual soil properties appears to have followed comparable developments in automated mapping of landforms, hydrological and ecological entities.  
2.4.1 Prediction of individual soil properties

Early efforts to automate production of soil maps mostly focused on producing predictive maps of individual continuous soil properties. Initial efforts to use geostatistical methods (kriging) to interpolate individual soil properties (Burgess and Webster, 1980a,b; McBratney and Webster, 1983; Webster and Burgess, 1980) did not achieve widespread practical application beyond the site scale mainly because they required far too much point sample data to be affordable and feasible.  Gradually, researchers began to look for environmental variables that were both spatially correlated to individual soil properties of interest and that were easier and more affordable to obtain on a continuous basis for large areas. These more spatially dense continuous variables were intended to be used as co-variables in co-kriging interpolation procedures. Surprisingly, most initial efforts to use co-kriging of more easily obtained variables did not tend to make use of terrain derivatives computed from digital elevation models (Vauclin et al., 1983; McBratney and Webster, 1983). Eventually, researchers began to exploit spatial relationships between individual soil properties and landform attributes computed from a DEM.  These researchers used terrain derivatives as environmental co-variates in interpolation procedures based on co-kriging (Bourenne et al., 1996, 2000; Odeh, 1994, 1995).  

Approaches that use regression or regression-kriging to predict the spatial distribution of individual soil variables based on elucidating statistical relationships with continuous topographic variables computed from digital elevation data require far fewer expensive point sample data than kriging and have tended to achieve more effective and broader use.  Early examples of this approach by Bork and Rhodenburgh (1986) and Moore et al., (1993a,b,c) were expanded upon by Gessler et al., (1995, 1996), Odeh et al., (1994, 1995), McSweeny et al., (1994), Thomas et al., (1999) and Mackenzie and Ryan (1999).   These studies showed that it was both technically feasible and somewhat affordable to predict individual soil properties using statistical relationships developed with terrain parameters computed from a DEM. Numerous more recent examples of this approach attest to its growing popularity and success (Hengl, 2003a,b,c; Scull, 2003 a,b; McKenzie et al., 2000 a,b; Park, 2002; Florinski et al., 2002).  Approaches that relate individual soil properties to terrain derivatives using regression or regression-kriging still have significant limitations imposed by the need for a substantial amount of accurately geo-referenced point data required to develop statistical relationships. These point data can be very expensive to collect, if they represent field observations, and even more expensive to obtain, if they require laboratory analysis.  Other methods have been sought that do not require the same large volumes of accurately geo-referenced point data.
Zhu et al., (1996, 1997) described and illustrated an alternative to using regression or regression-kriging to predict the spatial pattern of individual soil properties that has even less demanding requirements for precisely geo-registered point data on individual soil properties. The SoLIM approach first uses fuzzy logic to compute the similarity of every grid cell location to each of n soil types (soil series) that might be expected to occur in any given area of interest (Zhu, 1996, 1997a,b). The rules for computing fuzzy similarity can be derived following a number of approaches including rule-based reasoning (Zhu and Band, 1994; Zhu, 1996, 1997a,b; Cook et al., 1996) or case-based reasoning (Shi et al., 2004). The spatial distribution of individual soil properties is then predicted by computing an estimate of the most likely soil property value for each grid cell. This estimate is arrived at by the simple expedient of computing a weighted average for the property value where the average is based on the individual numerical values for the property for each of n possible soil types weighted by the fuzzy similarity value computed for each soil type at each site.  
This SoLIM approach only requires that there be a reasonable estimate of a “representative” or mean value for each property of interest for each possible soil type of interest. This “representative” value can be extracted from existing soil data bases or published reports or it can be computed by collecting and analyzing an appropriate number of samples within a particular study area of interest.  The approach also requires the development and application of fuzzy rules that can produce an estimate of the fuzzy likelihood each of n possible soils occurring at each grid cell location.  The fuzzy likelihood values provide the weights used in computing the weighted average. The more similar a site is to a particular soil; the higher the similarity value and the greater will be the contribution of the property value for that particular soil to the overall computed mean value.  A low similarity value will result in that soil making only a small contribution to the overall mean value computed for a particular property at a particular site.  In addition to requiring far less spatially-referenced point sample data and to being far cheaper and faster to implement, this approach is not constrained by statistical requirements for data normality or for the existence of linear relationships between soil property values and input data values.  Linear statistical functions can be confounded by soil property distributions that follow non-linear topographic patterns. Think, for example, of a pattern in which the soil property of percent sand has a high value at the top of the topographic sequence (the crest) that diminishes systematically down to the lower slope and then begins to increase again to a maximum adjacent to a glaciofluvial channel. Linear regression equations would have difficulty being fit to this hypothetical spatial pattern.  Knowledge-based rules could easily allow for recognition of coarser soils at both the top and bottom of the toposequence and finer textured soils in the middle. 
Finally, maps of individual soil properties have been generated for many years by associating a “representative” or mean value for a given soil property for a given soil with the dominant soil type mapped for soil-landscape entities on traditional soil maps. This concept of using a “representative” value for a “dominant” soil has been used in the production of small scale maps of individual soil properties for Europe (ESB, 2004) and Australia (Bui, 2000; Bui et al., 1999, 2002).  Burrough et al., (1997) and Zhu et al., (1997) have pointed out disadvantages of associating a single value for a soil property with polygonal areas mapped as containing a single class of soil or a combination of soil classes, however this approach continues to be widely used in conventional soil mapping.   

2.4.2 Prediction of soil classes 
As mentioned above, an alternative to creating a series of maps of individual continuous soil properties is to create a choropleth map depicting classes of soils and to associate values for a large number of soil properties with each mapped class.  Procedures for automatically creating predictive maps of the spatial distribution of soil classes have tended to follow two slightly different routes.  

In the first instance, many researchers have offered various suggestions for partitioning the landscape into a limited number of landform components (see Band et al., 2000; Pennock et al., 1987, 1994; Irwin and Ventura, 1987; Ventura and Irwin, 2000; Fels and Matson, 1996; MacMillan et al., 2000; Burrough et al., 2000, 2001; Bui et al., 1999; de Bruin and Stein, 1988; Dymond et al., 1995; Graff and Usery, 1993; Giles and Franklin, 1987). These landform classes, or facets, were clearly meant to partition geographic space into functional entities, or spatial compartments, which could be assumed to contain a describable composition of soils and soil properties that was less variable than the landscape as a whole (see Pennock et al., 1987; Irwin and Ventura, 1987; MacMillan et al., 2000). This assumption forms the basis for the soil-landform paradigm that underlies most conventional efforts to produce soil maps by manual air photo interpretation and field inspection (see Hudson, 1999; Arnold, 1979, 1988; Miller et al., 1979; Northcote, 1984; Swanson, 1990 a,b; Bui, 2003; Hengl, 2003).  
Most conventional manual air photo interpretation seeks to apply local human understanding of long-established relationships between environmental processes and surface form. For example, Ruhe (1960) and Dalrymple et al., (1968) devised relatively simple and consistent classifications of slopes into slope components based on surface shape and relative slope position. Each slope component was considered to reflect the hillslope forming processes that had been active in forming it and each component was expected to exhibit a restricted and describable range of conditions and attributes.  In ecology, Rowe (1996) observed "the enduring or slowly changing terrain features that are visible at the earth's surface - landforms and the drainage patterns that help to reveal them - are also among the most important for understanding ecosystems and their sites". Similarly, Sombroek (FAO, 1995) observed that "a key unifying element of land characterization is the landscape unit" and that “improved concepts for spatial entities needed to be based on clear-cut natural terrain units that take into account land and water linkages”.   Sombroek recognized that “the land unit approach of physical geographers takes into account the typical, micro-geographically repetitive elements of terrain; top or plateau, scarp or upper slope, main slope, lower slope or springline, bottomland or flood plain; with their mutual influence whether natural or under current land use" (FAO, 1995b).  Most conventional soil mapping makes use of local understanding and application of such generic soil-landform relationships. 
In a very real sense then, partitioning landscapes into a limited set of landform components using automated means is a very close parallel to the conventional manual soil survey activity of air photo pre-typing.  It provides an initial spatial partitioning of the terrain that is likely to prove useful in identifying different components of the landscape that can be expected to contain assemblages of soils and soil properties that differ between defined compartments and that exhibit less variation within compartments than in the overall landscape as a whole.  In conventional soil mapping, these pre-typed landform-based entities are subjected to review and confirmation or revision in the field. In automated mapping, they may be reviewed and revised or they may simply be accepted as is and have individual soils or assemblages of soils associated with them. 
The second approach to automated production of soil maps based on elucidating soil spatial relationships is best exemplified by the SoLIM model of Zhu (1994; 1997 a,b; 1999 ) and Zhu et al., (1996; 1997; 2001).  This approach does not first delineate landform compartments and then associate a representative soil or assemblage of soils, with each unique compartment. Rather, the SoLIM approach seeks to identify the individual soil that is most likely to occur at every possible location in a grid data set.  The SoLIM approach computes a fuzzy value for the similarity of every grid cell to each of n possible soils that are considered likely to occur in a given area.  Soil similarity values may be considered to represent estimates of the likelihood that a given soil will occur at a given location.  Every location (grid cell) has computed for it a likelihood value for every possible soil that might occur at that location.  This approach produces n maps that depict the likelihood of occurrence of each of the n different possible soil types.  Selecting the soil type with the largest fuzzy likelihood value at each location “hardens” the fuzzy classification to produce a classed map of the soil class considered most likely to occur at every possible location.  The result is a classed soil map that may appear very similar to a traditional map of soil series prepared by conventional manual methods. This map is likely to reveal patterns that are strongly related to landform position and landform components, but there is no formal requirement that specific soils be associated with, or occupy, specific landform positions. There is also no explicit recognition or classification of landform elements. Any pattern of recognizable landform elements that emerges is simply a reflection of the predicted pattern of soil classes exhibiting an underlying relationship to landform position. 
For some time the SoLIM approach of Zhu (1997 a,b; 1999) was unique in trying to predict the spatial distribution of individual named soil classes.  More recently, other soil scientists have described successful efforts to predict the spatial distribution of individual named soil types (Scull, 2003 a,b; Dobos et al., 2000, Hengl, 2003; Hengl et al., 2003b).  
2.5 Steps followed in automated classification

All of the different disciplines discussed above (geomorphology, hydrology, ecology and pedology) follow a more or less similar set of steps to automatically extract landform-based spatial entities from digital elevation data and ancillary data sources.
McBratney et al., (2003) described the process of creating and applying rules for automating the production of soil maps as involving seven main stages.  We prefer to use here the three step organization of procedures outlined by Weibel and DeLotto (1988) supplemented with an additional step of validation and accuracy assessment as follows: 

· Specification and preparation of variables

· Extraction of classification rules
· Application of classification rules
· Validation and assessment of accuracy

2.5.1 Specification & preparation of input variables

All methods of automatically predicting output classes of soil, ecological or geomorphic spatial entities are based on identifying and developing rules for establishing predictive relationships between input variables and output classes.  A key first step in any approach to automated classification is therefore to identify and obtain a collection of suitable input variables in digital format.
Here it is useful to refer to the scorpan model of McBratney et al., (2003).  In the scorpan model each letter stands for a major class of environmental variable. Specifically s=soil, c=climate, o=organisms (including man), r=topography and relief, p=parent material, a=age (or time) and n=space or geographic position.  The scorpan model represents a generalization and an expansion of the Jenny’s (1941) widely used concepts of the five factors of soil formation. All variables of potential interest for automated classification of soils, ecological or geomorphic entities can be logically associated with one of these data type classes.
2.5.1.1 Topography or relief (r)

We begin with a discussion of input variables related to topography and relief (r). McBratney et al., (2003) identified topographic variables extracted from digital elevation data as having provided the largest amount of input data for the largest number of studies of automated predictive mapping (80%) that they were able to itemize. Almost all studies of automated classification of soils, landforms or ecological entities reflect a recognition that changes in the properties and classification of soils, landforms or ecological classes occur in response to environmental gradients and that most environmental gradients of interest are strongly related to gravitational and exposure gradients that are defined and controlled by local and regional topography (see Warren, 1999; Burrough et al., 2001; McKenzie et al., 2000).  The principal assumption underlying the soil-landform paradigm is that the distribution of soils in the landscape is predictable and that, at least at the local level, this distribution is largely controlled by how topography influences the distribution and redistribution of moisture, energy and materials in the landscape.  Terrain derivatives computed from digital elevation data can provide useful measures for predicting and quantifying how topographic controls influence the distribution and redistribution of moisture, energy and materials in the landscape. They therefore represent a primary source of input variables for most efforts to implement automated predictive mapping.
The list of algorithms available for computing terrain derivatives from DEM data has grown over the years and continues to grow but almost all efforts to apply automated classification methods have used a similar suite of derivatives with only a few minor variations among them.  Wilson and Gallant (2000a) and McBratney et al., (2003) differentiate terrain derivatives into primary and secondary attributes. Primary topographic attributes include all derivatives that represent single values not computed from combinations of other terrain derivatives. Secondary attributes are computed from combinations of primary attributes.  Topographic attributes can be further differentiated according to whether they represent local calculations carried out within a local window or are regional calculations derived using region-growing algorithms (Shary et al., 2002).  
Local primary attributes include the widely used measures of slope, aspect and curvatures. These are usually computed within a local 3x3 window centered on a grid cell but several researchers have shown that applying these calculations to larger windows of increasing size and dimensions can reveal interesting and useful information about terrain characteristics operative at different scales and distances (Wood, 1996; Fels and Matson, 1996). Most studies of automated classification of terrain-based entities have made use of these standard terrain derivatives of slope, aspect and curvatures.  Most have computed these measures using analytical algorithms reported by Evans (1972), Zevenbergen and Thorne (1987) or Martz and DeJong (1987).  These algorithms fit second or third order polynomial surfaces to the 9 elevation values in a 3x3 neighbourhood using analytical methods and then compute the first and second derivatives of the analytical surfaces.  A less commonly used approach (Eyton, 1991) uses numerical methods to fit an exact surface to the 3x3 data points to compute slope, aspect and curvatures. Several measures of relative landform position have been reported that are based on calculations of the variation in elevation (Pike, 1988) or mean slope (Fels and Matson, 1996) within fixed windows of various dimensions. Wilson and Gallant (2000a) identify a number of measures of variation in elevation within circular windows centered at a grid cell. These may all be considered to be local variables but they grade towards being regional variables as the size of the computational window increases.  
The most commonly used primary regional attribute is upslope contributing area or drainage area. Calculation of this attribute involves tracing down flow directions and accumulating a sum for the area upslope of every cell that contributes drainage to each down slope cell. This calculation can involve using a single steepest flow direction algorithm (the so-called D8 algorithm) to assign all flow from each cell into its steepest down-slope neighbour or it can utilize one of several different algorithms that partition flow from each cell according to some estimate of the proportion of flow that might logically be expected to pass from a given cell into each of its neighbours of equal or lower elevation.  See Wilson (1996) for a review of flow direction algorithms.  The LandMapR toolkit makes use of the multiple flow direction algorithm of Quinn et al., (1991; 1995).  See Wilson and Gallant (2000) for a review of primary and secondary topographic attributes including various measures of slope and area computed for cells upslope of a central cell that contribute flow into it (contributing area) and cells down-slope of a given cell into which it contributes flow (dispersal area).  

Skidmore’s (1990) algorithm for computing a measure of relative slope position can also be considered as a regional attribute as it is computed using a region growing approach.  Similarly,  MacMillan et al., (2000) describe an algorithm for computing a variety of different measures of absolute and relative landform position and relief that are based on tracing both upslope and downslope along simulated paths of surface flow to locate and measure the horizontal and vertical distances to critical cells designated as belonging to pits, peaks, channels or divides.  Given that relative landform position tends to be a key conceptual consideration in most human-devised systems of soil or landform classification and mapping, it is surprising that there have not been more algorithms reported for computing measures of absolute and relative landform position and that these measures have not figured more prominently in efforts to classify landforms automatically. 
Wilson and Gallant (2000) list and document a number of secondary topographic indices including 3 different versions of the wetness index or compound topographic index (CTI), a stream power index (SPI), a sediment transport capacity index (STC), a channel initiation index (CI) and several radiation and temperature indices.  All of these can prove useful in efforts to automatically classify landform-based terrain elements.  The secondary topographic attribute that is most widely reported as being used in efforts to automatically classify landform entities is the wetness index or compound topographic index.  The LandMapR toolkit makes use of the algorithm published by Quinn et al., (1991) to compute wetness index or CTI.  Many other options are available.  
Proper preparation and pre-processing of digital elevation model (DEM) data sets has become increasingly acknowledged as a key requirement for achieving satisfactory classification results.  Hengl (2003) devotes a full chapter to describing efforts deemed necessary to construct what he refers to as a plausible DEM surface representation.  The objective of the DEM pre-processing and filtering is to detect and remove errors and artefacts in the DEM surface and particularly in derivatives computed from the DEM.  Likewise, Burrough et al., (2003), McBratney et al., (2003) and Wilson and Gallant (2002a) all recognize that it is important to remove or reduce short-range error or noise in DEM data sets.  Wilson and Gallant (2003a) sum up this belief with their statement that “terrain shape matters most”.  From this it can be deduced that maintaining absolute accuracy of elevation values measured in terms of RMS error is less important than producing a DEM that accurately reflects the point to point relationships that define terrain shape and form. LandMapR has long recognized the need to adopt pre-processing and filtering techniques that produce smooth, hydrologically correct, DEM surfaces that capture and portray the landscape at a level of abstraction that is compatible with the level of conceptualization of the landscape features of interest for classification (MacMillan, 2000). All individuals interested in pursuing activities related to automated analysis and classification of landforms should familiarize themselves with the techniques for pre-processing and smoothing DEM surfaces described in the above cited references.
2.5.1.2 Soil (s)

McBratney et al., (2003) discuss a range of remote sensing data sources that can provide direct and indirect information on intrinsic properties of the soil itself, including soil moisture, texture, mineralogy, and depth to impeding layers or water table.  The sensors they identify include radar and microwave for soil moisture and subsoil layers, electrical conductivity for moisture, topsoil thickness and clay content and gamma radiometrics for mineralogy and texture of surface rocks and soils.  They do, however, admit that the use of remotely sensed imagery for soil mapping has been problematic because vegetation can obscure much of the soil response. Dramatic differences in vegetative cover on essentially the same soil materials that can arise due to land cover variation from human induced (cultivation, forest harvesting) or natural (fire, disease) effects can, and do, further complicate the use of remotely sensed data as an input to automated classification of soils, landforms or ecological entities.
McBratney et al., (2003) acknowledge that an existing soil map for part, or all, of an area of interest can be used to help build a prediction model. They also suggest that an experienced surveyor’s local expertise can be used to create simple rules that can be applied to a DEM or other input layers to predict soil types.  They do not discuss how an existing, small-scale soil map might be used to establish spatial domains, or classification regions, within which only a restricted number and type of soils might be expected to exist, thereby simplifying and guiding efforts to predict soils at a finer spatial resolution.  
2.5.1.3 Climate (c)

It is possible to create continuous grid maps of individual climate variables such as minimum and maximum air temperature, precipitation, solar radiation, evaporation, evapo-transpiration, soil temperature, soil moisture and others (McBratney et al., 2003).  These can be used as direct inputs into automated procedures for predicting soil or ecological classes or they can be used in the preparation of maps of climate zones that establish the spatial extent of areas within which a specified list of soil or ecological entities may be expected to occur.  
Climatic conditions are a key consideration in efforts to automate prediction of the spatial distribution of soil and ecological spatial entities. Automated predictive ecological mapping in B.C. could definitely benefit from increased efforts to model individual climatic variables using remotely sensed data or interpolated point data. In addition to being potentially useful for establishing the spatial extent of regional climate zones (BEC sub-zones and variants), locally important variations in climate such as those associated with small pockets of cold air drainage and high frost incidence or colder wetter conditions occurring in areas of high water table might be inferred or mapped directly using suitable remotely sensed data.
2.5.1.4 Organisms (o)

In undisturbed environments natural vegetation is expected to achieve equilibrium with soil and environmental conditions and to be an effective predictor of soil type or ecological class (McBratney et al., 2003).  

The main problem with using maps or remotely sensed classifications of natural vegetation as inputs to automated classification of soils or ecological entities is the confusion that arises when natural patterns of vegetation are obscured or altered by human or natural disturbances.  Fire, disease, forest harvesting, cultivation and development activities all act to alter natural land covers that were in equilibrium with their environmental settings. These changes can cause a particular environmental setting to exhibit markedly different patterns of vegetation and remotely sensed reflectance.  Conversely, a particular altered pattern of vegetative cover and remotely sensed reflectance can be associated with widely different ranges of soil and environmental conditions. This unpredictable variation can cause considerable confusion for any efforts to recognize and extract consistent patterns from vegetation that can then be used to predict soil or ecological classifications consistently and correctly. Where vegetation is natural and undisturbed, mapped patterns of vegetation can be invaluable for predicting likely soil or ecological classes. Where natural patterns of vegetation have been highly disturbed or altered by human or natural influences, considerably more effort is required in order to cope with confusion and conflicting signals.  
2.5.1.5 Parent material (p)

Parent material attributes are key determinants in efforts to classify soils and ecological entities automatically. The attributes that are consistently most useful and important are texture (fine, medium, coarse), mineralogy (base rich or base poor), depth or thickness and geological origin as it pertains to internal stratigraphic structure and concerns for strength and stability.  
McBratney et al., (2003) report that regolith maps are produced in Australia from a combination of multi- and hyperspectral and airborne geophysical data and expert knowledge using automated predictive techniques.  Such automated, predictive maps of geologic parent materials are rare in other parts of the world. For the most part, the best currently available information on parent material attributes is likely to be found in digitized maps of surficial geological materials or, to a lesser extent, on maps of bedrock lithology.  Automated predictive techniques for producing maps of geological conditions and classes will likely begin to become more common, just as soil and ecological predictive mapping are becoming more common. However, for the present, existing maps of geological conditions produced by conventional means of manual visual interpretation by experts supplemented by field inspection continue to be the norm and are the best currently available data source in most regions. 
2.5.1.6 Age (a)

In terms of predictive mapping of soils or ecological entities, age can be taken to pertain to the time, since last disturbance, that has been available for soil or ecological processes to occur and to reach equilibrium with their environment.  Environments that are regularly or continually disturbed or renewed are likely to have young or juvenile conditions while stable environments will exhibit old, well developed, equilibrium conditions.  
McBratney et al., (2003) acknowledge that measures of the age of terrain surfaces remain difficult to quantify using automated or remote means. They speculate that maps of presumed age might best be produced by using “guesstimates” produced by geomorphologists or stratigraphers using local expert knowledge.  Age may often be related back to geomorphic entities that occur in certain unstable environments such as flood plains, alluvial fans, deltas, avalanche tracks, and scree slopes.  These may be mapped as part of the geological mapping used to produce maps of parent material (p) attributes.  
2.5.1.7 Space (n)

The space consideration is meant to capture influences that arise from the spatial position or location of a site. In their simplest form, space considerations will reflect the fact that sites that are close to one another are more likely to be similar than sites further apart.  Thus, consideration of the spatial coordinates of each site can impart a measure of coherence or spatial structure to predictions of most likely soil or ecological classes or attributes. 

It may also prove useful to introduce various other measures of spatial context or texture into automated classification of soils and ecological entities. Measures such as fractal dimension, range of geostatistical spatial structure as determined by semi-variograms or periodicity as measured by wavelet decomposition may be useful in identifying grid cells as belonging to areas or regions of relative similarity or uniformity that will then cause grid cells with similar values for these measures to be classified similarly. 

Another way to think of space considerations is to appreciate that space can be used to establish various important measures of local or regional context.  McBratney et al., (2003) hint at this with their examples of closest distance to a coast and distance uphill from a discharge area.  Many classes of interest for automated mapping of soils or ecological entities can be influenced by their proximity to, or distance from, other specific features such as ridges, channels, wetlands, rivers or shorelines.  Proximity can be measured in terms horizontal or vertical distances or in terms of more abstract concepts such as travel times for surface or sub-surface flow.  For many spatial entities of interest for automated classification (e.g. riparian entities, wetland margins, dry ridges) contextual information is vitally important and measures of spatial context will be necessary to classify them properly.    
2.5.2 Creation of classification rules

The second, and perhaps the most critical, step in automated classification of soils, landforms or ecological spatial entities is the process of developing appropriate and effective classification rules.  Wiebel and DeLotto (1988) and Pike (1988) referred to this step as “extraction of the geomorphic signature”. 
In this stage, we try to identify the input variables that exercise the greatest and most clearly interpretable influence on the spatial distribution of the desired output classes. We also try to formalize rules that describe how these key input variables or classes relate to, or predict, the spatial distribution of the desired output classes. In preparing rules, it is important to recognize the need to adhere to the principal of parsimony, otherwise known as Ockham’s Razor, which states that all models should try to utilize as few input parameters as possible to achieve their goals while at the same time using as many variables as are absolutely necessary to achieve satisfactory results.  The need to adhere to this principal in predictive mapping has been strongly supported by McBratney et al., (2003) and Hengl (2003).  
In general, efforts to devise formal rules for classifying spatial entities follow one of three main approaches identified as:
· Unsupervised classification

· Supervised classification

· Heuristic, knowledge-based classification

2.5.2.1 Unsupervised classification

Unsupervised classification approaches are used to create a set of classes, and the rules that define them, where there is a desire to create an entirely new, statistically-defined, classification rather than to capture and apply an existing system of classification.  It has been argued (Burrough et al., 1997, 2000, 2001) that unsupervised approaches define classifications that are optimal because they maximize the magnitude in statistical differences in attributes between classes.
Generally, unsupervised classification methods are initially applied to a randomly, or systematically, selected sub-set of the total number of cells or data points that cover an area of interest (Burrough et al., 2003). This is done because the number and complexity of mathematical computations required to develop the statistically-based classes make it impractical to process extremely large data sets in their entirety.  In a sense, these extracted subsets represent training data, but they are used to recognize new classes and to create a set of rules for classifying these new classes rather than simply to extract classification rules for an already defined and identified set of classes.  
Once an acceptable set of classes has been developed for the set of training data using unsupervised classification, the unsupervised classification rules can then be applied to the entire data set to produce a map of the spatial distribution of the defined classes. 

Most examples of unsupervised classification have utilized fuzzy-k means (Burrough et al., 1997; 2000, 2001; Irwin et al., 1997, Ventura and Irwin, 2000; McBratney and De Gruijter, 1992; Lee et al., 1988; Cook et al., 1996b) or fuzzy-c means (De Bruin, S. and Stein, A. 1988) to identify a number of statistically discrete classes and to formulate rules for their automated recognition.  Commonly, a single set of rules has been developed and applied to an entire area of interest. The author has seen no examples in which different classes with different rules were identified to implement a hierarchical classification of an area.  
The strength of these unsupervised classification approaches is that they define classes with a maximum amount of statistically defined difference in attributes.  Where existing classification systems do not exist, or are not applicable, an unsupervised classification approach can suggest a very useful set of maximally different classes (Burrough et al., 2001).  However, if an existing system of classification exists, it is unlikely that unsupervised classification will be able to reproduce the same classes as the existing system. Additionally, existing manually-devised systems of classification frequently recognize the importance of differentiating some classes that exhibit only subtle differences but are otherwise quite similar.  Unsupervised classification approaches are not designed to allow for recognition of classes that are generally similar and exhibit only minor and subtle differences in one or more attributes.   
Individuals interested in elaborating rules for an existing system of classification or for recognizing classes with only subtle differences will likely need to resort to a supervised method of classification. 
2.5.2.2 Supervised classification

Supervised classification is the most commonly used approach for developing formal, quantitative rules for automatically classifying soil and ecological spatial entities.    
The basic approach of all methods of supervised classification is to first have human interpreters possessed of local expert knowledge identify and locate a series of areas or individual grid cells at which each output class of interest is considered to occur.  These sites or cells constitute training areas that provide data for developing classification rules.  Any one of a number of different statistical approaches can be used to analyze spatial relationships between the desired output classes, as identified at training locations, and all available input layers.  Some statistical techniques are more suited to analyzing continuous input data layers and some are better suited to categorical data while a few handle both types of input data equally well.  The intent, in all cases, it to create a series of quantitative rules that will identify how data values in input layers relate to, or predict, the occurrence of output classes.  These rules strive to identify which values, or classes, on input layers are most strongly associated with the recognized occurrence of an identified output class. They also generally try to identify which input layers are most effective, or useful, in identifying a particular output class.  The success of these various supervised classification approaches is generally evaluated in terms of the proportion of training sites that are correctly assigned by the classification rules to the class that they were originally assigned to by the expert interpreter.  
McBratney et al., (2003) identify linear discriminant analysis as perhaps the most widely used classical approach for supervised classification to date.  Examples of studies where linear discriminant analysis has been used in supervised classification are provided by Webster and Burrough (1974), Henderson and Ragg (1980), Bell et al., (1992, 1994), Thomas et al., (1999) and Dobos et al., (2001).  McBratney et al., (2003) also provide examples of the use of generalized linear models (GLMs), generalized additive models (GAMs) and neural networks to predict soil classes using a supervised approach.  
Two other approaches are emerging as popular choices for applying supervised classification techniques to predict soil classes. These are classification and regression tree analysis (CART) and fuzzy logic.  Classification trees, or decision trees, have found favor for predicting soil classes because they require no assumptions about the data, they can deal with non-linearity in input data and they are easier to interpret than GLMs, GAMs or neural networks (McBratney et al., 2003).  Examples of studies that used classification and regression trees are provided by Bui et al., (1999), Bui and Moran (2001), Scull et al., (2003a,b), and  Lagacherie and Holmes (1997).  
Fuzzy logic has also emerged as a preferred approach for capturing and formalizing rules for classifying soils using a supervised approach. It also has no statistical requirements for data normality or linearity and can utilize both continuous and discrete (classed) input data layers. Fuzzy logic can be used for both supervised and unsupervised approaches and has been used for supervised classification by Zhu et al., (1996; 1997; 2001), Zhu (1994; 1997 a,b; 1999), Carré and Girrard (2002) and Boruvka et al., (2002).  Fuzzy logic associates a fuzzy likelihood of each output class occurring with each value or class on each input map.  In supervised classification, the likelihood value of an output class occurring given a particular value or class on an input map is computed by analysis of the frequency of occurrence of an input value or class among the set of training sites allocated to each particular output class.  The more frequently a particular output class occurs in association with a particular input value or class, the more likely the output class is judged to occur given a particular value or class in the input data layer.  Some fuzzy logic approaches assign different weights to the different input layers to compute an overall weighted average fuzzy likelihood value.  The most widely used fuzzy logic approach of Zhu et al., (1996, 1997) (SoLIM) makes use of a fuzzy minimum operator in which the lowest fuzzy likelihood value from among all input variables used to predict a particular output class determines the fuzzy likelihood that a particular class will occur at a particular site. Shi et al., (2004) have shown how fuzzy logic rules can be created and applied within numerous different local regions of restricted extent using a case-based approach to rule building.  These rules apply to small local regions only and are created through reference to local training sites (cases) only. They do not define universal rules that apply everywhere, only local rules that apply in the immediate vicinity of the relevant training sites.  
Data mining to establish Bayesian expert beliefs is another approach to extracting quantitative rules from supervised training data sets that has not yet seen wide use in automated soil classification. This approach analyses patterns of spatial co-occurrence between recognized output classes (in the training data sets) and classes or values in the input data layers to establish both the strength and direction of relationships between input data and the output classes to be predicted. This analysis provides an explicit calculation of the conditional probability of occurrence of each output class of interest given each input class on each available input map.  The analysis also supports computation of the relative strength or importance of each input layer in predicting each desired output class. This provides a formal, quantitative mechanism for weighting the different input layers when computing an overall likelihood that each output class of interest will occur given all combinations of classes on all input layers.  Finally, Bayesian analysis of evidence can make use of a-priori estimates of the proportional extent of each output class to be predicted to constrain the final rules in such a way that the proportion of each output class that gets predicted (has the highest likelihood value for a particular location) matches the a-priori estimate of the proportion of that class in the area as a whole.  Examples of studies that extracted and applied Bayesian expert beliefs are provided by Skidmore et al., (1991), Cook et al., (1996a), Bui, (2003) and Aspinall and Vietch (1993). 
Supervised classification approaches all assume that the correct output class has been assigned to each and every location in the training data sets (e.g. there is no sampling error). Additionally, supervised classification assumes that there is little or no positional error that would cause the location of sample sites to be displaced relative to the position of the same sites as portrayed by the input data layers. If there is spatial mismatch (locational displacement) then it is likely that predictive relations established between the input data values and the identified output classes will be compromised.  Similarly, if there is categorical classification uncertainty at the selected training locations (e.g. incorrect classification of the training sites) then the resulting classification rules will again be compromised. Almost all supervised classification approaches treat training sites as having a single discrete correct classification that is either correct or not correct (Boolean). This flies in the face of awareness that most sites are likely to be intergrades in any classification system as only a few sites actually represent the central concepts of any class in any classification system. Fuzzy logic acknowledges the fact that most sites are likely to possess characteristics that avail them of only partial membership in any particular class. However, almost all training locations are treated as if they belong to one and only one class, and not as if they may exhibit characteristics that would allow them to be considered to have partial membership in a number of classes but to be more similar to one class than to any others.  Errors or inconsistencies in rules produced using supervised classification techniques may therefore arise due to classification uncertainty or error at the selected training locations or from positional mismatch between training sites and input data layers as well as from imperfections in the classification procedures and rules.  
2.5.2.3 Heuristic, knowledge-based classification

Conventional manual mapping, whether by soil surveys or other mapping organizations, has traditionally made use of tacit expert knowledge to guide delineation of map units and assignment of attributes or classifications to these delineated areas (Arnold, 1979, 1988; Miller et al., 1979; Northcote, 1984, Swanson, 1990 a,b).  This tacit knowledge has not generally been formalized, or made explicit, by recording it as formally expressed semantic or quantitative rules (Hudson, 1992).  
McBratney et al., (2003) report that Bui (2003) and Wielemaker et al., (2001) have proposed “methodological frameworks to formalize the landscape knowledge of the soil surveyor by structuring terrain objects in a nested hierarchy followed by inference and formalization of knowledge rules”.  Bui (2003) has contended that soil maps and their legends are representations of structured knowledge, namely the soil surveyor’s mental soil-landscape model.  MacMillan et al., (2000 a,b,c, 2003a,b) have advanced a similar argument. They devised fuzzy rules based solely on expert heuristic knowledge to automatically classify landforms as a basis for subsequent association of both named soils and soil properties with defined landform entities (MacMillan et al., 2000a). They also captured and applied expert heuristic soil survey knowledge about soil-landform relationships to assign soils to automatically defined landform entities (MacMillan et al., 2000c; in prep). 

It should be noted that application of expert heuristic knowledge does not absolutely require collection and analysis of extensive, and expensive to obtain, geo-located data sets of training data, as are required for both supervised and unsupervised classification.  Classification and mapping systems devised by humans are very often the end products of assimilation and mental analysis of a large volume of field observations and other data by local experts to create mental or conceptual models of the rules believed to govern soil-landform (or ecological-landform) spatial relationships. This human conceptual understanding has often been captured and reported in the form of map legends, field guides, cross sectional or 3D diagrams of soil-landform (or ecological-landform) relationships, edatopic grids (for ecological classifications) and ecological classification keys.  These materials record and present beliefs (usually based on empirical analysis of considerable volumes of evidence) about where in the landscape specific classes of soils or ecological entities are expected to occur and why. It is unlikely that any set of training data will ever be as extensive as the data that were assembled and analyzed to create the original set of mental models and classification rules. One therefore has to consider the relevance and necessity of collecting a new, and smaller, set of training data to re-learn, validate or quantify the rules that already exist in the form of a published system of heuristic classification or mapping.  This argument is advanced in anticipation of justifying the knowledge-based LandMapR approach described later in this document. 
2.5.3 Application of classification rules

The third main step in automated classification of soil, landform or ecological spatial entities is to apply, to the full data sets for entire areas of interest, whatever classification rules were developed using any of the unsupervised, supervised or knowledge-based classification techniques discussed above for subsets of training data or reference training areas.
In principal, this step only needs to be done once, after final rules have been produced, evaluated and accepted on the basis of application to the training area data sets.  In practice, it is very common to identify unexpected and unacceptable patterns in the spatial arrangement of predicted classes when an initial set of “final” rules is applied to data sets for an entire area of interest.  In this case, it is common to return to the previous step and to revisit and revise the “final” classification rules in order to correct or alter any unwanted patterns.  This iterative approach to revision of “final” rules and production of several successively more acceptable alternative realizations of predictive maps is a practical response to the fact that rules developed for training area subsets of the entire data set cannot always anticipate all possible conditions and develop rules that will classify unexpected combinations of conditions correctly.  
It is worth noting that most examples of methods for developing and applying automated rules have tended to apply a single set of rules to an entire area of interest.  Traditional, manual methods of mapping soils and ecological entities have long recognized the benefits associated with recognizing a nested hierarchy of spatial entities operative over a variety of scales (Rowe, 1979, 1996).  More recently, researchers have begun to re-acquire this awareness and to argue for creation and application of different automated rules for different classes within a nested hierarchy (Bui, 2003; Wielemaker et al., 2001, MacMillan et al., 2004).  
2.5.4 Validation and assessment of accuracy

Entire books have been written to describe methods of accessing the accuracy of classified data, with the emphasis having been on land use and land cover classifications of remotely sensed data.  Despite this, McBratney et al., (2003) indicate that “there has been little work on corroboration of digital soil maps” and that “this is an area of research need”.  
Often, accuracy is reported in terms of the proportions of training data sites that are correctly classified, using the final classification rules, into the class that they were originally designated as.  This only tests the internal consistency of the classification rules for the limited subset of training data and should not be considered as a viable assessment of whole map accuracy.  Others remove a portion of the total field sample data collected and do not use these data in the preparation or revision of rules. The reserved data are used only to provide an independent assessment of the ability of the rules to predict the correct classes at locations that were not used to create the rules.  McBratney et al. (2003) recommend adopting a sampling strategy that is designed specifically for corroboration.  
An almost universal assumption of most efforts to assess the accuracy of classed maps is that the accuracy evaluation should assess whether the correct class has been predicted at specific point locations.  Low levels of accuracy may be determined in cases where the size and scale (footprint) of the site locations used to assess classification accuracy are not congruent with the spatial resolution (support) of the input data sets.  A field description that applies to a point location with dimensions of less than a few meters on a side is unlikely to compare well with classes predicted using input data layers with dimensions of 10’s to 100’s of meters.  So, it is important to define ground truth sample locations so that they have dimensions that are comparable to the dimensions of the support provided by the input data layers.  
Consideration of spatial congruency, or its opposite – spatial mismatch, needs to be taken into account. Testing the correspondence of predicted classes to field-observed classes at exact locations assumes that every field observation point is congruent in spatial location with all input variables as portrayed on the various input maps. It also assumes that the portrayal of input variables on the various input maps presents an accurate and correct depiction of reality, in particular of the terrain surface as portrayed by the DEM data.  Most currently available DEM data sets, with horizontal dimensions of 10 m to 25 m (or even 50 m) and vertical precision of 5-10 m do not capture and portray actual short-range variation in the terrain surface with a high degree of fidelity with respect to exact surface shape at particular locations.  The original sample of surface elevation points used to produce most currently available DEM data sets has, in almost all cases, been of insufficient horizontal density and vertical precision to correctly capture and portray many shorter-range (5-50 m horizontal and 1-5 m vertical) landscape features that exercise considerable control over environmental conditions at particular sites and the resulting appropriate soil, ecological or landform classifications.  If the available DEM data are not able to “see” and resolve this shorter range and lower amplitude variation in the topographic surface then it is unreasonable to expect that the DEM data will support accurate recognition of explicit terrain features (e.g. knolls, ridges, swales, depressions, mid-slopes) in exactly the correct location.  It is therefore very unlikely that any classification at a specific location will exactly match the classification observed in the field at that same point. 
It has been the author’s experience that most currently available DEM data sets of 10-25 m horizontal dimensions (usually based on ground sample points spaced at approximately 50 to 100 m intervals) act more like a systematic coarse sampling framework laid down on a surface that exhibits considerable variation over shorter horizontal (10-50 m) and vertical (1-5 m) distances.  This sampling framework portrays the longer range variation with a fairly high degree of spatial accuracy. For variation that acts over shorter horizontal or vertical distances, these DEMs provide a fairly accurate determination of the relative size and frequency of this smaller range periodicity in the landscape, but they do not accurately portray the actual physical locations of smaller scale features. They offer a sample that provides a pretty good idea of the relative frequency of occurrence of periodic terrain features such as knolls and depressions or ridges and troughs within a relatively small area but they do not locate these features accurately in space.  Consequently, any evaluation of the accuracy of terrain, ecological or soil classes predicted using such medium to low resolution DEM data is almost certain to reveal a low correspondence between predicted and observed classes at exact point locations. I refer to this as spatial mismatch. If the evaluation of accuracy is made in terms of whether the proportion of classes predicted to occur within a relatively small area matches the proportion of classes that are observed to occur within that same area, it is much more likely that the predicted map will be evaluated as having a higher level of accuracy and will be judged to be more reliable and useful.  This type of evaluation of accuracy does not assume, or test for, exact categorical match at exact physical locations. Rather, it tests for the degree of correspondence between the proportion of classes that are predicted to occur within a small area (usually equivalent in size to a minimum-size map delineation at the current scale of mapping) and the actual proportion of classes that are observed to occur within that small area.  
It has generally been supposed that this inability to describe and locate relatively small-sized features of the terrain surface correctly and with spatial precision is a limitation associated with use of coarse resolution data and small scale mapping. A typical assumption is that soil or ecological entities whose spatial extent and location could not be resolved and described accurately at smaller scales of mapping (e.g. 1:100,000 to 1:250,000) would become distinguishable and mappable at a larger scale (ESB, 2004). At scales where these features cannot be located and delineated separately, the approach has been to simply describe their relative extent within an area and their defining non-spatial characteristics or attributes.  It has been assumed that if one were to create a map at a larger scale, these smaller sized features that could not be resolved and mapped separately at the smaller scale would become mappable and that this need to describe inclusions of spatial entities that could not be located accurately would disappear. This has not been the author’s experience. 
At every scale, there are important features whose spatial location and extent cannot be delineated with precision but whose existence and proportional extent can be observed and described. As one moves to progressively larger scales, with finer resolution input data sets, including fine-resolution DEMs, the precision of the statements one tries to make about the landscape increases and the size and scale of the features one tries to describe become finer.  So, one almost always encounters the problem of spatial mismatch and spatial displacement of significant terrain features as represented by the DEM surface, relative to the shape and location of these same features as perceived on the ground.  Additionally, as one moves to using progressively finer resolution DEM data sets (e.g. 1-2 m LiDAR DEM data) one encounters problems related to “not being able to see the forest for the trees”.  The very fine-resolution DEM data picks out very short range variation associated with very small sized physical features. This short range variation can make automated recognition of larger-sized, longer range features (e.g. hillslopes and hillslope components) difficult to achieve.  One has to filter out the information on short range variation in the terrain surface in order to “see” and correctly classify the longer range features (e.g. hillslope elements) of interest. Current tools for filtering out shorter range variation are almost certain to result in spatial displacement of important larger sized terrain features (e.g. ridges, channels, knolls and depressions).  This results in even fine-spatial resolution DEM data sets not being able to precisely identify the correct spatial locations of terrain features of interest.  So we are left with a need to assume that our best efforts will always only permit us to predict the proportions of a limited number of classes within defined areas of some minimum size, regardless of the size or scale of mapping that is being contemplated and evaluated.
A second assumption that needs to be discussed is that the class recognized at each ground truth sample location is the correct class and there is no ambiguity or error in the field inspector’s assignment of this site to a particular class. I refer to this as categorical mismatch. A small test of the consistency with which four different ecological experts recognized ecological classes along the exact same four transects, traversed at different times and with no communication between experts (Moon, 2004), revealed that the ecologists agreed on the same classification at approximately 65% of the sites (65% of the total transect lengths).  This relatively low level of agreement among ecological experts traversing and viewing exactly the same locations is not that surprising when one considers that most sites along any particular traverse will be intergrades and that classification of intergrades is subjective and prone to disagreement.   Perhaps if the ecologists had provided for each site a series of evaluations that represented the relative level of their belief that each site belonged to each possible classification (e.g. a set of fuzzy classification values for each class at each site) then the degree of agreement between each of the local expert’s field assessments could have been better compared and might have been higher.  
In fuzzy logic, we recognize that every site can be described in terms of how closely it approaches having the characteristics of each class of interest and that few sites can ever be expected to be totally representative of any given class.  Still, almost all field evaluations adopt an approach in which every field inspection site is assigned to a single class and can only be viewed as belonging 100% to that class and as not having the possibility of partial membership in any other class.  As long as we maintain the conceit that every site has one and only one correct classification and insist on assigning only a single hard (Boolean) class to each field inspection point, we are certain to achieve only relatively low levels of accuracy because of the almost certain discrepancies that will arise in having experts apply their subjective judgment to a assign a single class to sites that are almost surely intergrades between two or more class centers.  
The intent of this section was obviously to develop an argument in favor of assessing the accuracy of classed maps of soil or ecological spatial entities not in terms of exact categorical match at precise geographic locations but rather in terms of degree of correspondence of estimates of proportions of defined classes within relatively small areas.  It is the author’s view, and experience, that spatial displacement (spatial mismatch) and classification ambiguity (categorical mismatch) exist in all maps of soil or ecological classes and occur across all scales. This makes it very unlikely that any map of categorical entities predicted using digital input data sets is ever likely to achieve a high level of classification accuracy at exact specific points.  One has to ask oneself whether the end use of the map data absolutely requires that the correct class be predicted at exact point locations. Unless the map is to be used for developing point specific management prescriptions, it is unlikely that the map needs to predict the correct class at exact point locations. As long as a map is intended to be used to develop non location-specific plans or to develop management plans that relate to relatively small-sized management units (equivalent to minimum sized map units) it may well be perfectly acceptable to evaluate the accuracy of the map in terms of its ability to provide reliable information on the relative proportions of a limited number of defined classes within any minimum sized area of interest.  
In the specific case of ecological mapping in B.C., a protocol exists to evaluate the accuracy of ecological maps (Meidinger, 2003). Originally, this protocol envisaged that all ecological maps that would be evaluated would be polygonal maps in which each polygon was described in terms of the proportion of ecological site types that were included within it.  It was therefore designed to test and evaluate the ability of such maps to predict the correct proportions of ecological entities within mapped polygonal areas.  Such tests are not designed to assess exact categorical match at exact locations as, whenever polygons are described as consisting of an assemblage of included ecological classes, it is not possible to state which class occurs at a specific point so it is not possible to test for point-specific accuracy.  With the move to production of cell-based predictive ecological maps it became theoretically possible to compare the single class predicted for each cell with a single, field-assessed, ecological class. Testing for exact spatial match, as well as exact categorical match, put the grid-based maps at a disadvantage relative to the polygon-based maps.  
A revised version of the original protocol of Meidinger (2003) has recently been proposed (Moon, 2004) that provides a mechanism for comparing the accuracy of grid-based maps to provide correct estimates of the proportions of ecological classes within small areas equivalent to a minimum sized map delineation. This revised protocol uses an unbiased method to locate a statistically valid number of closed triangular transects within a map area to be evaluated. Each triangular transect is traversed from start to end by an experienced ecologist. The ecologist records his or her assessment of the ecological class determined to represent the most correct classification for every point along the linear transect. A line intercept approach is used in which the ecologist assigns the class considered most appropriate for a particular setting to a line segment and records the point location at which the field-assessed classification is considered to change to a different class. 
The result is a series of line segments, along a closed triangular transect, in which each line segment has attached to it the ecologist’s assessment of the ecological class that best describes the environmental conditions encountered along that length of transect.  The length of all line segments assigned to a particular class is divided by the total length of the transect to obtain a measure of the proportion of the total transect length that is occupied by each recognized ecological class.  The linear transect is converted into a triangular area by computing a buffer of 30 m on each side of the closed linear transect. This produces a triangular polygon that looks much like the form used to arrange billiard balls.  This triangular polygonal shape is overlaid on, and intersected with, any ecological map for which an accuracy evaluation is required. The map to be evaluated can be either a grid map or a polygon map.  The total area of each ecological class on the predicted map that occurs within each polygonal triangle is calculated.  The area of each class is divided by the total area enclosed by the triangle to compute the proportion of the triangle occupied by each class of ecological entity on the predictive map being evaluated.  Exact spatial and categorical match is also evaluated by computing the total length of transect assigned to a given class that overlays areas that have the same classification on the predictive map.  It is then possible to compute the extent to which the predictive map achieves exact categorical match at exact spatial locations. It is also possible to compute the extent to which estimates of the proportions of classes computed to exist along the total length of the transect match the proportions of classes predicted to occur within the triangular polygon defined by the 30 m buffer around the closed transect line segments. The area of the triangular polygon is always close to the size of a minimum map delineation at the current scale of mapping.  Comparing proportions of predicted classes to observed classes within this polygonal area of minimum-sized area provides an effective measure of the ability of the ecological map to predict correct proportions of ecological classes within an area equivalent to a minimum sized delineation. This comparison represents an evaluation that is comparable to the evaluation of correctness of proportional estimates of ecological classes within polygonal map areas that was defined by the original protocol of Meidinger (2003) for evaluating more traditional polygonal ecological maps.  
3. DESCRIPTION OF THE LANDMAPR TOOLKIT
The LandMapR toolkit of programs processes digital elevation data (DEMs), and ancillary digital data, to automatically extract a variety of user-defined hydrological, ecological and landform spatial entities. The LandMapR toolkit is presently organized as four separate C++ programs each of which applies a sub-set of the overall operational procedures created to extract spatial entities. The four currently available programs are:
FlowMapR: This program processes an input DEM to compute flow topology for simulated surface water flow in both the down-slope and up-slope directions.  

· This program computes flow directions using a very basic implementation of the conventional D8 algorithm for assigning flow from each cell into its lowest down-slope neighbor (Morris and Heerdegen, 1988).  It does not utilize any of the more advanced and complex multiple direction flow routing algorithms (e.g. Rho8) listed by Wilson (1996). 

· This program does possess powerful and unique capabilities for removing pits intelligently and selectively to compute the full topology under which depressions fill, overspill and connect to eventually produce fully integrated surface drainage.

FormMapR: This program uses elevation data and flow path output from the FlowMapR program to compute a series of terrain derivatives from the input DEM.  

· This program computes common derivatives such as slope, aspect and curvatures, less common derivatives such as diffuse upslope area and compound topographic index (wetness index) and custom derivatives such as absolute and relative relief, absolute and relative slope length.

FacetMapR: This program uses output from the FormMapR program, as well as any other user-supplied data in appropriately formatted DBF tables, to automatically apply fuzzy rules to classify landform or ecological spatial entities through reference to two user-constructed and user-supplied fuzzy rule files. 

· The first fuzzy rule file (ID#arule) identifies which existing input variables are to be used to define “fuzzy attributes” and the fuzzy models and thresholds that are to be used to convert hard input variables (e.g. slope) into fuzzy attribute values (e.g. likelihood of being steep).  Any number and kind of available input variables can be used to define any number of desired fuzzy attributes.  

· The second fuzzy rule file (ID#crule) specifies the number, type and characteristics of the fuzzy output classes that the user wishes to define and extract.  Users can define any number or type of desired output classes using any reasonable and convenient combination of previously defined fuzzy attributes.  

· The BC Direct-to-Site-Series (DSS) option within FacetMapR permits users to define and apply different sets of fuzzy rules for different regions or zones within a grid data set of interest.  This provides a capability to develop and apply hierarchical classifications with different rules and different output classes for different portions of any area of interest.  

WeppMapR: This program uses output from the FlowMapR program to automatically extract and document the spatial entities (channel segments, impoundments and hill-slopes) required for operation of the WEPP erosion and runoff model.

· This program is an independent off-shoot of the original LandMapR toolkit and currently has no linkages to either of the FormMapR or FacetMapR programs.

· This program will eventually be extended to automatically extract hydrological spatial entities required to populate the ArcGIS Hydro spatial data model.
The LandMapR toolkit was first developed in 1996 in order to provide a platform for testing and evaluating different approaches for automatically classifying landform-based spatial entities mainly through analysis of digital elevation data.  It built upon a previously existing set of programs that had been written to support deterministic, physically-based hydrological modeling in western Canadian prairie landscapes characterized by complex topography and numerous closed depressions (MacMillan, 1994). The toolkit was assembled because, at that time, it was not possible to locate and obtain any comparable software that provided a complete and integrated suite of tools for processing digital elevation data to compute a large number of terrain derivatives coupled with capabilities to formulate and apply fuzzy rules to classify landform-based spatial entities. This situation has now changed and there are numerous commercial and public domain programs that offer capabilities similar to, and even superior to, those provided by the LandMapR toolkit.  

3.1 FlowMapR

FlowMapR represents the current version of procedures for computing flow topology first implemented in 1989 (van Deursen and MacMillan, 1991) as part of the Watershed module of the then PC-Geostat, now PCRaster, GIS package (van Deursen and Wesseling, 1992; van Deursen, 1995).  
FlowMapR uses an implementation of the standard D8 drainage direction algorithm (Morris and Heerdegen, 1988) to compute and assign a flow direction from each cell into its lowest down-slope neighbor.  It differs from most conventional flow path algorithms in terms of the procedures it uses to locate, characterize and remove pits or depressions in the raster elevation grid.  The pit removing procedures in FlowMapR were specifically designed to address difficulties encountered in computing paths of integrated surface flow in glaciated landscapes in western Canada characterized by the presence of numerous real structural depressions or pits, including nested pits.  FlowMapR does not use the conventional approach of filling all pits in a DEM to their overspill elevation in order to remove them and compute integrated surface flow. Rather, it finds and characterizes each pit and determines the logical sequence in which each pit will fill to capacity and overspill into an adjacent catchment.  Removal of pits is done in sequence, following the most likely order of filling and overspill. Pit removal is achieved by the simple expedient of reversing previously computed flow directions from the overspill location to the pit centre so that the redirected flow path leads from the old pit centre to the overspill location at the pour point into the lowest adjacent catchment.  This approach is similar to one proposed by Morris and Heerdegen (1988).  
This approach has several advantages over the conventional approach of filling pits to their overspill elevation. Firstly, it treats cells below the elevation of a pit’s pour point as legitimate locations within real structural depressions. It therefore preserves the elevations for these cells and preserves the shape of the simulated terrain surface in their vicinity.  Conventional methods of filling pits to their overspill elevation result in creation of a filled DEM surface characterized by artificially flat surfaces for all areas that lie within the boundaries of filled pits.  This invalidates calculations of any terrain derivatives of interest for all cells in the filled portion of a DEM.  Many glaciated landscapes in western Canada are characterized by hummocky topography with numerous closed depressions.  Procedures that fill these closed depressions to remove pits alter the true topographic surface in undesirable ways and prevent correct recognition of terrain shape within flooded portions of the landscape.  A second advantage of the custom pit filling algorithms is that they compute a number of new terrain derivatives that characterize attributes of cells contained within closed depressions.  One new terrain derivative quantifies, for every grid cell contained within a depression, the volume of water required to fill that closed depression to the point where each grid cell is first inundated (vol-to-first-flood). A second new terrain derivative (mm-to-first-flood) computes an estimate of the most likely depth of surface runoff (in mm) that would be required to run off from every cell that contributes flow into a particular depression in order to first inundate each specific grid cell contained within a closed depression.  A third new derivative (parea) computes the surface area of ponded water contained in a closed depression at the point where each grid cell within the depression is first inundated. These new terrain derivatives can prove useful in characterizing true structural depressions in natural landscapes and in assessing the degree to which any grid cell contained within a depression is likely to ever become inundated through filling of the depression by surface runoff.  
In addition to providing unique capabilities for finding and removing pits in a DEM surface, FlowMapR automatically inverts every DEM surface and computes flow topology for the inverted DEM.  This extremely simple procedure permits the exact same algorithms used to compute flow topology for down slope flow to compute the same set of information for simulated, notional upslope flow.  Thus, it becomes possible to flow upslope from every grid cell, along simulated paths of surface flow, to establish and record distances and changes in elevation to peaks and divides. It is possible to identify peaks as pits in the inverted DEM and to identify ridges and divides as channels in the inverted DEM.  Accumulated upslope area calculated for the inverted DEM is equivalent to dispersal area for a non-inverted DEM.  The author has not seen this simple, but powerful, approach implemented or described elsewhere in the literature.  
3.2 FormMapR

FormMapR is simply a collection of previously published and new algorithms for computing a series of terrain derivatives from gridded digital elevation data.  These algorithms were assembled into a single program compatible with the other programs in the LandMapR toolkit in order to avoid the necessity of computing derivatives using one or more existing programs and then having to reformat the results of these calculations for use in a different classification program. FormMapR is used to produce most of the input variables used in subsequent classification efforts. It was simply convenient to have all the required algorithms present in a single environment to produce output data that did not have to be reformatted for use in these subsequent classification efforts.  
3.2.1 Local measures of surface form & orientation

Most efforts to classify landforms or soils automatically have computed and used the more or less standard local terrain derivatives of slope gradient, aspect, profile and plan curvature.  The LandMapR toolkit is no exception.
FormMapR uses equations reported by Eyton (1991) to compute slope gradient (Slope), aspect (Aspect), profile (Prof) and plan (Plan) curvature.  Alternative algorithms for computing slope and curvature (Martz and de Jong, 1988; Zevenbergen and Thorne, 1987) were initially investigated but it was eventually concluded that Eyton’s (1991) algorithms were more robust and more suitable for use in landform classification procedures. 
These standard measures of surface shape and orientation have been shown to be useful for automated landform classification by numerous other researchers.  Since the original LandMapR efforts were aimed at implementing and refining the landform classification procedures of Pennock et al., (1987) that used slope gradient and curvature, it was necessary to include these variables in the suite of computed terrain derivatives. 

3.2.2 Regional measures of diffuse surface flow

Many other researchers have reported finding that the regional measures of diffuse upslope area and wetness index or compound topographic index proved highly relevant in their efforts to classify soils, landforms or ecological entities.  
FormMapR uses the multiple descent flow accumulation algorithm of Quinn et al., (1991) to compute diffuse upslope area (Qarea) and wetness index (Qweti).  The algorithm of Quinn et al., (1991) differs from a conventional D8 algorithm in that drainage is allowed to flow from a given cell to all neighbor cells that are down-slope of it.  The total amount of drainage from a cell to its down-slope neighbors is partitioned in proportion to the steepness of the slope from the cell to each of its neighbors.  In this algorithm, more of the total upslope area count is placed into neighbors into which the slope is steep and less into neighbors with almost the same elevation as the cell being drained.  Wetness index is the familiar Ln(α/tan β) index.  It is computed as simply the log of the diffuse upslope area divided by the tan of the slope.  This calculation reflects the assumption that a cell with a high upslope area but a steep slope will pass on more of the in-flow it receives than will a cell with equivalent upslope area but a low slope gradient (flat) where water is more likely to stand for some period.  The wetness index derivative provides a useful measure of the relative likelihood of a cell being wetter or drier than normal, due to surface and near surface runoff from positions above it and higher in the landscape.  

3.2.3 New custom measures of landform context

FormMapR is somewhat unique in terms of the type and variety of measures of absolute and relative landform position that it computes (Figure 1).  Fels and Matson (1996) computed a measure of relative slope position by computing mean slope from each cell to all cells within a search window of fixed dimensions.  
Skidmore (1990) identified channel and ridge cells according curvature and shape criteria and then conducted searches using expanding search windows to locate and measure the horizontal distance from every cell to the nearest cells identified as ridge or channel cells.  The approach of Skidmore (1990) is closest to that implemented in FormMapR but it does not make use of explicit paths of simulated surface flow and it does not compute vertical distances, or flow path distances from each cell to specified target cells.  
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The FormMapR algorithm (Figure 1) traces down-slope from each cell along a defined flow path until it reaches a pit centre cell identified by a drainage direction value of 5.  Along the way, it records the location and elevation of the first cell along the flow path that is classified as a channel cell.  The first channel cell is the first cell encountered along the flow path that has a value for upslope area equal to or greater than a user-selected threshold value for identifying channels.  The algorithm records the location of both the first channel cell and the pit cell in terms of row and column coordinates and the elevation of each target cell in meters. The algorithm returns to the initial start cell and traverses the flow path a second time.  As it re-traverses the flow path it computes the difference in elevation between each cell along the flow path and the currently stored value for elevation of the nearest channel (Z2St) and pit cell (Z2Pit).  It also computes the horizontal distance from each cell to the stored locations of the nearest channel (L2St) and pit cells (L2Pit).  It also computes the length of the flow path from each grid cell to the nearest channel (N2Str) and pit cell (N2Pit) in terms of total number of cells along the flow path from each cell to its associated channel and pit cell.  

Z2St records a value for the vertical elevation difference (or relief) between a given cell and the first channel cell to which it is connected by a defined flow path.  Similarly, Z2Pit is the vertical change in elevation (relief) between each cell and the local (first order) pit cell at which flow would terminate if the pit were not removed and N2St is the flow path distance in cells.

After completing tracing down-slope to identify vertical and horizontal distances to cells classified as channel and pit cells, the process is repeated for notional upslope flow.  The algorithm traces upslope along a path of steepest ascent until it reaches a peak cell.  As with the previously described down-slope flow algorithm, the location and elevation of the first cell classified as a divide cell that is passed through along the way is also recorded.  Once the locations and elevations of these significant tie points have been determined for each cell it is possible to compute both the elevation difference (relief) and the horizontal distance between each cell and the identified divide and peak cells to which it is connected by a defined path of steepest ascent.  

Figure 1. Illustration of absolute slope position and relative relief as computed by FormMapR

Z2Cr records a value for the vertical elevation difference (or relief) between a given cell and the first divide (or crest) cell to which it is connected by a defined flow path.  Similarly, Z2Peak is the vertical change in elevation (relief) between each cell and the local peak cell (e.g. a pit in the inverted DEM) at which up-slope flow terminates.

A number of measures of absolute and relative relief, slope length and slope position can be computed by reference to the previously computed values for horizontal and vertical distance from each cell to the respective pit, peak, channel and divide cells to which the cell is connected by a defined flow path.

One measure of absolute relief is the total change in elevation from pit to peak of the flow path that runs through a given cell (Zpit2Peak).  A similar variable can be computed to express the change in elevation from divide to channel (Zcr2st) of the flow path that runs through a given cell.  A third tie point not previously described is the elevation of the highest cell in a catchment.  Since a catchment can possess a number of different local peaks, but only one local pit, total relief can also be expressed as the total change in elevation from the highest to lowest point in a given catchment to which a cell belongs (Ztop2Pit). 
As with vertical relief, similar measures of the total length of a flow path through a cell from pit to peak (LPit2Peak) or divide to channel (Lst2Div) can also be computed.  Flow distance can also be expresses as total length of the flow path in cells (N), rather than as total horizontal (as the crow flies) distance in meters 

The measures of absolute relief and slope length described above are then combined to compute a number of useful measures of relative relief and relative slope position. The variable PctZ2Pit provides an estimate of the percent vertical distance that a cell is upslope relative to the total change in elevation between the pit and peak to which it is connected via defined flow paths.  Similarly PctZ2St expresses the relative relief of a cell with respect to the nearest divide and channel cells to which it is connected by a defined flow path.  PctL2Pit and PctL2St provide equivalent measures expressed in terms length upslope relative to the nearest pit and peak or channel and divide to which a cell is connected by a defined flow path.  

Experience working with these measures of relative relief and relative slope length has led to the conclusion that the vertical measures of PctZ2St and PctZ2Pit generally provide superior measures of relative slope position than do the equivalent horizontal measures of PctL2St and PctL2Pit.  

Finally, the FlowMapR program also computes relative relief with respect to the highest and lowest elevation in the watershed in which the cell is located (PctZ2Top) and with respect to the highest and lowest elevation in the entire DEM data set (PMin2Max).  

These multiple measures of relative relief and relative slope position provide very useful data for establishing the contextual position of each cell in a landscape.  They can act as a kind of glue, enforcing a certain amount of spatial continuity and cohesion onto any resulting landform classification.  

To date, none of LandMapper’s classification approaches have made use of all of the various measures of absolute and relative relief, slope length and landform position, but they are all computed and are all recorded and stored for potential use. 

The main difference between the suite of derivatives computed by FormMapR and the suite of derivatives typically used in most automated classification efforts is the wide range of measures of absolute and relative landform position computed by FormMapR and available to establish relative landform context.   
3.3 FacetMapR

FacetMapR is a custom program written expressly to facilitate automated classification of landform, ecological or soil spatial entities using heuristic knowledge captured in fuzzy logic rule bases.  

The FacetMapR program reads in two control files that instruct it regarding what classes to define and what criteria to use to define each class.  Neither the classes defined, nor the input variables used to define them are hard coded into the program. Therefore any kind or number of available input data sets can be used to define any number of user specified classes.

The LMES DSS procedures apply fuzzy logic in a two step sequence.  In the first step, fuzzy logic is used to convert numerical input data (both classed and continuous) into integer values that are referred to as “fuzzy attributes”.   Fuzzy attributes are defined in a DBF attribute rule file that is always assigned a name beginning with “arule”, to which is appended a number that identifies the “classification region” in which the rule applies.  In the second step, fuzzy attributes are used to define and calculate “fuzzy classes” of ecological, soil or landform entities.  Rules for defining “fuzzy classes” are stored in a second DBF format rule table that is always assigned a name beginning in “crule”, to which is to which is appended a number that identifies the classification region in which the rule file applies.  
3.3.1 Fuzzy attributes and fuzzy attribute rule tables
Fuzzy attributes express the degree to which a given value of a given input variable approximates a semantic concept such as wetness or relative landform position that is used to define a desired output class.  A semantic concept is simply a word such as “crest” or “dry” that is used to describe a condition believed to be definitive for a given class of interest.  Simple equations are used to convert raw continuous or classed input variables into numbers that range from 0 to 100.  These integer numbers express the likelihood that a particular value of a given input variable matches or meets the central concept for a fuzzy semantic construct such as being in a “crest” position or being “dry”.  The more closely an input variable matches the defined central concept, the higher the integer value computed for the fuzzy likelihood that the input value represents that fuzzy concept.  A value of 100 expresses complete agreement with a defined fuzzy concept while a value of 0 expresses complete disagreement.  

The FacetMapR procedures permit any number of “fuzzy attributes” to be defined based on any number of available input variables.  A guiding principal, however, is that it is best to use as few input variables as possible to define as few fuzzy attribute concepts as possible.  In all cases, the standard approach is to define the minimum number of fuzzy attributes that are absolutely necessary to express all the concepts embodied in the definitions of spatial entities of interest.  New “fuzzy attributes” based on new input variables are only defined if the initial set of minimum “fuzzy attributes” is found to be unable to effectively classify all desired classes.  In modeling, this is known as the “principal of parsimony”.  Any model should attempt to produce reliable outputs using as few input variables and as few operations as possible.  Models that contain large numbers of input variables that are subjected to a large number of operations rapidly become very difficult to interpret and to control.  It becomes difficult to understand interactions between variables and to predict and control the interactions.  If the FacetMapR rule bases appear incredibly simple, this is by design.  The underlying philosophy is always to try to achieve a reasonable classification result using the fewest possible input variables to define the fewest possible number of “fuzzy attributes”.  
3.3.2 Fuzzy classes and fuzzy class rule tables
The second step in the FacetMapR procedures involves defining and computing “fuzzy classes” expressed as a linear average of a number of “fuzzy attributes”.  Any type and number of “fuzzy classes” can be defined in terms of any number of combinations of “fuzzy attributes”.  

Each “fuzzy class” defined in the fuzzy class rule table is meant to represent a unique combination of fuzzy attributes that collectively define (and spatially locate) a unique “landscape situation” or “environmental setting”.  A unique situation or environmental setting identifies a particular set of conditions characteristic of a particular output class. 

The Fuzzy logic classification rules define (and spatially locate) compartments or facets of the landscape that may be thought of as components of a defined toposequence.  A toposequence is simply a partitioning of the continuum that occurs from the top (at a drainage divide or hilltop) to the bottom (at a stream channel or depression) into a series of discrete segments or facets that may have, for example, the following principal characteristics:

· A characteristic relative landform position or range of relative landform positions (e.g. crest, toe, etc)

· An implied relative drainage regime (e.g. dry, medium or wet)

· A characteristic curvature or shape (e.g. convex, planar or concave in profile or plan)

· A characteristic range of slope gradients (not always a definitive characteristic)

· A characteristic range of exposure or orientation (e.g. aspect – not always a defining characteristic)

· Any of a number of other specific attributes that establish contextual position in the landscape (e.g. adjacency to wetlands or open water, presence of seepage or a high water table, elevation above local base level).

The partitioning of the landscape continuum into a limited number of discrete compartments, each with a defined range of characteristics or attributes, provides a capability to associate a single, most probable, output class (or a range of likely output classes) with each defined partition or environmental setting.  Each compartment, or environmental setting, is defined with a view to capturing a particular set of environmental conditions that is consistent with the definition of a particular output class (soil series or ecological site type) in the relevant classification documentation.  Each unique environmental setting is defined using only those criteria that are essential and definitive for its recognition. The defining criteria are meant to directly parallel the definitions for each soil or ecological entity provided in the relevant documentation and to capture the knowledge and beliefs encapsulated in such materials as ecological keys, edatopic grids, landscape profile diagrams and textual descriptions provided in Field Guides and legends. 

The “fuzzy classes” for ecological or soil spatial entities are defined in the crule file.  Each class is defined as a linear combination of “fuzzy attributes” that are considered to be definitive of the class.  The FacetMapR program reads in the crule file to determine how many “fuzzy classes” to define in any given area, what “fuzzy attributes” to use to define each class and what label to give to a cell that is determined to be best represented by a given “fuzzy class”.  The likelihood that a given cell belongs to a defined “fuzzy class” is computed by multiplying the value of each listed “fuzzy attribute” for that cell by a weighting factor that specifies the relative importance that a particular “fuzzy attribute” is assumed to exert in terms of the overall definition of the class.  
Fuzzy class membership values are thus computed as the sum of Fuzzy Attribute(n)*Attribute Weight(n) for n = 1 to the total number of attributes used to define the class.  The values for Attribute Weight(n) are normalized to sum to 1.0 before being applied in the above equation, so all resulting values for “fuzzy class” membership also range from 0 to 100 as is the case with the “fuzzy attribute” input values themselves. A value between 0 and 100 is computed for “fuzzy class” membership for every possible “fuzzy class” listed in the relevant crule file.  In one implementation of the FacetMapR program only one final class code is recorded for each grid cell.  This class code represents the “fuzzy class” with the highest computed fuzzy likelihood value for that cell.  Other implementations of the program store the value for the fuzzy likelihood of every possible class for every grid cell.  However, this represents a very large overhead in terms of data storage and disk read/write time and so is often not used for project areas that possess very large data sets.  

FacetMapR was initially created as a custom program for developing, evaluating and refining a single set of fuzzy rules for classifying landform facets.  It was subsequently extended to permit automated recognition of a hierarchy of ecological classes in BC.  The hierarchical classification uses different rules defined for different zones within an area of interest.  The FacetMapR program was kept as general as possible throughout these developments and this has meant that it is quite flexible and can be used to define almost any kind and number of classes of spatial entity within any portion of a region of interest.  

The extended FacetMapR program permits different fuzzy class and fuzzy attribute rule files to be defined and read in for each of a number of user defined “classification regions”.  For predictive ecosystem mapping (PEM) in B.C. it was determined that it was beneficial to define and apply rules for up to 10 different “classification regions” within each ecological sub-zone.  This was partly because different types of landforms were observed to require different sets of rules (that defined different classes) or different threshold values for the same rules (that defined the same classes but used different boundary values) because of differences in size, scale or composition of landform features within classification regions.  Another reason for different rule sets was to permit application of different rules, to recognize different classes in areas with different dominant parent material textures.  Ecological classification in B.C. is explicitly defined as a hierarchical classification, in which certain ecological classes only occur in certain specific areas defined in terms of either material texture (coarse versus non-coarse) or relative relief (e.g. high versus lower relief).  The extended FacetMapR program facilitated definition and application of different rules to recognize these hierarchies of output classes. 
3.3.3 Procedures for creating knowledge base files

As yet, the LandMapR toolkit contains no programs designed to facilitate automated extraction or definition of knowledge base rules through data mining or supervised classification of training data.  

All rules defined to date have been constructed manually using interactive human visual review and analysis of input data layers to visually identify which input variables appeared to possess the most useful spatial correspondence with the anticipated distribution of desired output classes.  Visual review was used to estimate the most appropriate central value to use to define any particular fuzzy attribute of interest and to establish the most likely range in values in a particular input variable to use to define that attribute.  Decisions on which input variables to use to define fuzzy attributes and which fuzzy attributes to use to define output classes have been entirely empirical and manual. These decisions have consistently been guided, however, by reference to published descriptions of the criteria used to recognize output classes for manual delineation and mapping.  
No attempt has been made to collect and use spatially referenced sets of training data to investigate and quantify patterns of distribution of input variables within desired output classes as recognized in training data sets.  It would certainly be possible to rapidly construct scripts or programs that could tabulate or graph histograms of the frequency distributions of values of input variables for all occurrences of desired output classes identified in a training data set.  This could help to establish initial values to use for central concepts and ranges of input values for any particular attribute. However, early on in the development of the toolkit, a client issued a challenge to create a set of rules for classifying ecological spatial entities based solely on consultation of published descriptions and definitions of the conceptual classes without resorting to using any ground truth training data at all.  The expectation was that this classification would be found to be significantly less effective than others that had been based on using ground truth training data.  In the event, the rules prepared without reference to any ground truth training data produced a set of predicted classes that were determined to be more accurate than any of the other classifications produced using field sample data. As this approach of not using any ground truth training data avoids the considerable expense associated with collecting and analyzing field sample data, it was decided to retain the practice of using manual interactive visual review and analysis of the spatial pattern of distribution of input variables, in combination with consultation of published documentation of the defining characteristics of conceptual classes, to guide the creation and definition of fuzzy classification rules and rule files. This ad-hoc, iterative, empirical visual approach is not unlike one described by Warren (1998) for automated predictive ecological mapping in Idaho.  
While effective, this interactive, manual visual approach used to decide which input layers to use to define a particular output class, which central values and ranges of each input class to use to define appropriate fuzzy attributes to recognize each class and which attributes to use and how to weight them has proven to be tedious, time consuming and inefficient.  It would certainly be desirable to have available a set of tools that would provide capabilities to implement some form of interactive data analysis or of supervised classification.  Graphical tools that would permit interactive display and selection of threshold values to define fuzzy attributes would be very useful. Data base or statistical tools that would facilitate data mining to establish spatial co-occurrence relationships between ranges of input data values and desired output classes would also prove useful.  For the present, the existing approach used to create rule bases has performed adequately, but for on-going commercial application involving regular and repeated requirements to build multiple rule bases, it would be desirable to provide more automated features to assist in this task.
3.4 WeppMapR

WeppMapR is an independent offshoot of the original FlowMapR program. It presently has no connection to or involvement with the FormMapR or FacetMapR programs.
The main processing steps involved in implementing WeppMapR have been documented and the output results illustrated in MacMillan et al., (2003a).  As this program currently has only minor relevance to automated landform classification it will not be described in detail again here.  Instead only a cursory discussion is provided to identify its relationship to and relevance to the other programs in the LandMapR toolkit. 

The WeppMapR program was initially developed as a one-of custom program to address specific needs of a specific client to automatically extract the hydrological spatial entities required by the WEPP model (Flanagan et al., 2000).  It was developed to take advantage of the flow topology computed by the FlowMapR program and to extend the utility of this topology.  The program has proven capable of extracting meaningful and consistent hydrological networks and their associated hillslopes in a wide variety of types and scales of terrain.  

Renschler (2003) has since produced a convenient and useful ArcView extension named GeoWEPP that is integrated seamlessly with the WEPP model and that automatically defines and extracts all of the structural information required to run WEPP from within ArcView.  At the time the WeppMapR module was first developed, the GeoWEPP extension had not yet been developed and its appearance was not anticipated.  Consequently, the WeppMapR module was developed in order to automatically extract and document the spatial entities required to run the WEPP model for very large data sets covering very large areas.  Individuals specifically interested in running the WEPP model would be best served by acquiring and running GeoWEPP.  However, individuals specifically interested in classifying landforms may find the ancillary data produced by application of WeppMapR to be a useful extension to the basic output produced by the LandMapR toolkit.  
The original functionality of the WeppMapR program could be very readily generalized to compute and store hydrological entities and their topological relations for any number of other hydrological data models.  One model of particular interest and relevance is the ArcGIS Hydro data model (Maidment, 2000).  It is hoped that the underlying functionality of the WeppMapR program can eventually be expanded to develop fully automated procedures for extracting the full ArcGIS Hydro data model from DEM data.  
Other possible applications of the basic WeppMapR capabilities may include extracting the cells from a particular WEPP hillslope and processing them to classify each hillslope area into components or patches that have both a unique set of topographic conditions (e.g. relative landform position, shape (concave/convex), slope gradient and orientation) and an explicitly defined connectivity to other hillslope patches that lie both above them and below them.  This kind of classification approach would result in recognition of fully integrated land and water spatial entities that had significance from both geomorphological and hydrological perspectives. 
The author strongly believes that an integrated land and water data model will ultimately prove to be more powerful and more useful than separate independent data models for land (landform or soil facets) and water (hydrological flow networks).  It is LandMapper’s intention to continue to advocate for an integrated land and water spatial data model and to try to develop the LandMapR toolkit to support extraction of integrated land and water data models.  
For the moment, however, WeppMapR remains a bit of an orphan program in the LandMapR toolkit, and will remain so until such time as client needs or external funding create an environment in which improvements or extensions are immediately necessary and desirable.
4. APPLICATIONS OF THE LANDMAPR TOOLKIT

4.1 Automated Ecological Classification
Let us begin our description of applications of the LandMapR toolkit at the end, rather than the beginning, with a discussion of the most recent, and commercially important, use for operational predictive ecosystem mapping (PEM) in B.C. 

The B.C. PEM application represents the current culmination of LandMapper’s efforts to develop and apply automated procedures for classifying environmentally relevant spatial entities using new technologies and new digital data sources. The most important features of the current procedures for automated PEM Mapping in B.C. are as follows.  

· They conceptualize and recognize a hierarchy of ecological spatial entities 

· They use a hybrid of manual and automated methods

· They capture and apply human heuristic knowledge that has been previously documented in existing Field Guides and legends.
· They have consistently achieved the highest levels of accuracy (66%-68%) verified by independent field evaluations reported for PEM products in B.C. to date. 

· They have achieved the highest rates of production and lowest costs of all PEM methods applied to date.

4.1.1 A hierarchical approach

The LandMapR DSS procedures attempt to directly parallel, or mimic, the logic and decision making process outlined in “A Field Guide to Forest Site Identification and Interpretation for the Cariboo Forest Region” (Steen and Coupé, 1997).  An analytical approach was used to deconstruct the classification logic presented in the ecological keys, landscape profiles, edatopic grids, site features tables and textual descriptions of the Site Units for each BEC sub-zone or variant in this field guide.  The results of this analytical deconstruction of the classification logic led to identification of a need to recognize and systematically apply a formal hierarchical decomposition of space according to the following hierarchy.

· Climatic eco-regionalization (BEC sub-zones and variants)

· Physiographic sub-division (size and scale of landforms)

· Locally relevant climatic variation (frost accumulation areas)

· Parent material texture variation (essentially coarse versus medium to fine)

· Topographic setting (essentially relative landform position, orientation and moisture regime)

4.1.1.1 Regional climate
At the highest level, Eco-regionalization of climate, as represented by an updated (localized) map of Biogeoclimatic Ecosystem Classification (BEC) sub-zones and variants, was used to sub-divide the entire map area of interest into different classification zones or regions, within which only a limited set of ecological Site Units were defined and could possibly occur.

4.1.1.2 Regional physiography

At the second level, BEC sub-zones and variants were further sub-divided according to significant regional physiographic differences as revealed by geomorphic attributes such as size and scale of relief, length and gradient of slopes and wavelength or frequency of inflections of slopes.  If one analyzes the logic that is inherent in the Landscape Profile diagrams presented in the Field Guide(s) (see Figure 4), it becomes obvious that the size and scale of landscape features has a direct bearing on the spatial distribution of defined Site Series. Almost all Landscape Profile diagrams illustrate the point that different Site Series are anticipated to occur, for example, in the exact same relative landform position of a crest or ridge top depending upon whether the ridge top is associated with a steep high ridge, a low rolling knoll or a very minor undulation in an area of relatively flat terrain.  Similar differences are also noted with respect to other landform positions, such as toe slopes, where seepage and wetter ecological conditions are mainly anticipated to occur at the base of long slopes with large upslope accumulation areas and are judged less likely to occur at the base of short slopes with little upslope accumulation area.  A semi-automated method was devised to differentiate areas into relief classes of high relief, low to moderate relief, very level areas of low relief, areas of exceptionally long slopes but low gradients and areas of exceptionally long slopes and high gradients.  These relief zones were intersected with a map of BEC climate zones as part of a process that defined unique “classification regions” in each BEC sub-zone.

4.1.1.3 Locally relevant climate variation

At the third level a requirement was identified to define and recognize local variations in climatic conditions within the previously defined BEC sub-zones and variants.  The specific aspect of local variation in climate that was identified as necessary to recognize and map within BEC sub-zones and variants for this particular PEM project was the occurrence of frost pockets that represented local areas of accumulation of cold air drainage.  These “frosty” areas exerted a significant influence on the anticipated or predicted spatial distribution of ecological classes (Site Series) in the landscape.  Landform positions that would normally be expected to be occupied by modal or mesic Site Series would instead be predicted to be occupied by ecological classes that were distinguished by colder local climatic conditions with more frequent frosts and associated poorer growing conditions.  A similar need for local differentiation of frost hazard was recognized by Warren (1999). 

In theory, these local areas of higher than normal frost incidence could be anticipated to be associated with the presence of forest species, such as Black Spruce, that are more tolerant of cold and nutrient-poor conditions than other species.  In principal, it should have been possible to identify and map the locations of areas of higher than normal frost incidence through reference to existing vegetation maps that depicted forest cover.  This option was investigated but was not judged to produce adequate results.  The available Forest Cover maps did not recognize the presence of Black Spruce in either the over-story or under-story consistently enough to provide reliable indications of all likely locations of areas of elevated frost occurrence.  Other options for producing maps of local areas of frost accumulation, such as modeling variations in air temperature both temporally and spatially using thermal or multi-temporal imagery, were neither practical nor affordable within the project schedule and budget. Consequently an approach was devised and applied that used manual visual interpretation of available imagery and of terrain derivatives computed from the 25 m DEM to guide manual identification and digitizing of local areas of elevated frost hazard. These manually digitized areas of elevated frost hazard were intersected with the previously described maps of localized BEC zones and relief classes as part of the process that defined unique “classification regions” in each BEC sub-zone.

4.1.1.4 Parent material texture

At the fourth level, a need was recognized to differentiate areas within BEC sub-zones or variants that exhibited markedly different parent material textures.  Again, in reviewing the ecological keys and Landscape Profile diagrams in the Field Guides, it became clear that a completely different suite of ecological units (Site Series) could be anticipated to occupy the various defined landform positions in areas of coarse textured parent materials than in areas of medium (and sometimes fine) textured parent materials.  Areas of coarse textured parent materials operated as a Boolean constraint in terms of the classification logic.  Areas of coarse textured materials were described as exhibiting a completely different assemblage, or toposequence, of ecological units than equivalent areas of medium to fine textured materials on essentially identical landscapes.  It was therefore clearly necessary to be able to devise and apply a different set of classification rules that identified a completely different suite of predicted ecological classes, within areas of coarse textured materials than in areas of medium or fine textured materials.  
Maps of the anticipated spatial distribution of coarse, medium and fine textured parent materials (as well as organic materials) were produced by a B.C. consulting company (JMJ Holdings Inc.) and were provided for use in the LandMapR DSS procedures.  These maps of parent material texture were produced using rapid and inexpensive manual visual interpretation of available digital aerial imagery, satellite imagery and terrain derivatives computed from the 25 m DEM.  Manual visual interpretation and digitizing were conducted in a digital environment using geo-registered digital imagery and associated ancillary data sets.  This removed a time consuming and expensive requirement for a separate stage of manual digitizing and mono-restitution of boundaries interpreted on hard copy air photos.  
The map of parent material texture classes provided by JMJ Holdings Inc. was intersected with the three other previously described zone maps; namely BEC sub-zones or variants, relief classes and local frost zones to produce a final map of “classification regions” or zones for each unique combination of BEC sub-zone or variant, relief class, frost zone class and parent material texture class.  A separate set of fuzzy classification rules was developed for, and applied within, each of these unique zones or “classification regions”.  This enabled the LandMapR procedures to assign different ecological entities (Site Series) to identical landform positions, or ecological settings, depending upon differences in relief, frost hazard or parent material texture. 

4.1.1.5 Topographic setting

The final level of spatial decomposition utilized by the DSS procedures was based on recognition of unique topographic and ecological settings as inferred from a series of terrain derivatives computed from an available 25 m DEM.  The terrain derivatives were used as surrogates, or predictors, of key conceptual attributes such as relative landform position (e.g. crest versus toe), relative moisture condition (e.g. dry versus moist), slope steepness and relative slope orientation (e.g. steep SW or gentle NE) and several other specific measures of local topographic and environmental context (e.g. distance to and height above mapped wetlands, absolute vertical height of ridges, buffered distance to non-forested meadows and pastures).  Each of these variables represented an attempt to capture one of the key concepts used to describe the anticipated location of a particular ecological class (Site Series) in the landscape in the Landscape Profile diagrams and ecological keys presented in the Field Guide(s). 
Every effort was made to select as few variables as possible and to clearly associate each selected variable with a key concept used to define the environmental setting (or settings) under which a particular ecological class was described to occur.  Each defined environmental setting essentially represents a unique combination of relative landform position, relative moisture regime, slope gradient and orientation (where applicable) and occasionally one or more other topographic and contextual considerations (e.g. vertical and horizontal distance to a wetland).  Each unique environmental setting within a given “classification region” (refer to the description of classification regions given above) could be expected to be occupied by a particular, and predictable, ecological class, or combination of ecological classes.  This is the essence of the knowledge presented in the Field Guide(s) and encapsulated in the ecological keys, Landscape Profile diagrams and other descriptive materials.  

4.1.2 A manual/automated hybrid approach

The LandMapR DSS procedures use a combination of hard (Boolean) and soft (Fuzzy) logic and a combination of manually and automatically prepared input data layers.  Most manually prepared input data layers are analyzed using Boolean logic while most of the layers prepared through automated analysis of digital data sets (e.g. the DEM) are analyzed using fuzzy logic.  

The procedures therefore cannot be claimed to represent a fully automated approach to predictive ecological mapping. Rather, the LandMapR DSS procedures represent a semi-automated, hybrid approach that utilizes direct manual interpretation and mapping, where this approach is most effective and efficient, and restricts the use of automated modeling and mapping procedures to those activities that cannot be done more effectively or efficiently using manual interpretation and manual digitizing.  Hengl (2003a) has also argued for use of a hybrid approach.

The LandMapR manual approaches used human visual interpretation to delineate areas that were then digitized manually. Manual approaches were used in the preparation of the smaller scale maps of regional climate (BEC subzones), regional physiography, local climate variation and parent material texture described above. The spatial information contained in the manually prepared maps was mainly used to produce a final grid map that depicted “classification regions” as sub-divisions of BEC subzones and variants.

The grid map of “classification regions” treated the various input layers as Boolean constraints that determined whether a particular set of classification rules would apply within any given “classification region” or would not apply.  These Boolean constraints imposed the previously described hierarchical classification logic.  This logic required BEC subzones and variants, as depicted on the updated localized “Big BEC” map, to be further sub-divided according to considerations of physiography, landform type and local climate variation (the physiographic class map including areas of elevated frost hazard) and then to be further sub-divided according to considerations of parent material texture (here only coarse versus medium to fine textured as mapped by JMJ).  

As previously discussed, the LandMapR DSS procedures first partition an entire map area into smaller “classification regions”.  A “classification region” is a sub-division of a BEC subzone or variant.  Each BEC subzone or variant can be subdivided into as many as 10 sub-divisions based on considerations of physiography (e.g. high or low relief), local climate (frosty or not frosty) and parent material texture (coarse or not coarse). All possible combinations of classification regions are not always present in every BEC subzone or variant. 

All non-forested ecological spatial entities were also mapped directly using manual visual interpretation.  Boolean logic was used to assess whether a particular non-forested ecological entity occurred (1) or did not occur (0) at any given location.  These non-forested ecological entities tended to exhibit clear, well defined, hard boundaries that were readily observable by human interpreters and that were amenable to direct manual delineation and to analysis using Boolean logic.  These directly mapped, readily visible features were thought of as “exception classes” and were digitized manually by a local expert into a geo-map that also contained information on parent material texture and depth.  Examples of directly mapped “exception classes” include lakes and other bodies of open water, non-forested wetlands, bare rock, pastures, meadows and areas disturbed by human activities.  These mapped areas were reserved until all automated processing had been completed and were then “cookie cut: into the final predictive map in order to preserve their hard boundaries intact.
Manual procedures were replaced by automated procedures in all cases where automated processing was deemed to be faster, more correct and more efficient than manual delineation of equivalent information.  The philosophy behind utilizing automatically prepared input layers is basically one that recognizes that there are instances where it is far more efficient and cost effective to automate tedious and repetitive tasks than it is to utilize manual visual interpretation and manual digitizing.

Automated procedures based on fuzzy logic were only used to predict the spatial pattern of distribution of forested ecological spatial entities (Site Series).  These forested ecological entities tend to have much less clear, or well defined, boundaries that are not always immediately obvious to human interpreters. Also there are many more forested than non-forested spatial entities and consequently many more sites to identify and more boundaries to locate.  Recognition and delineation of forested ecological spatial entities (Site Series) is therefore well suited to procedures that use fuzzy logic for automated feature recognition.  Fuzzy logic can accommodate the fuzziness that is inherent in the difficulty of deciding where to place boundaries between different forested ecological entities whose recognition and classification is subjective and not always obvious.  Automated fuzzy logic procedures are also more rapid and more economical than equivalent manual procedures and more flexible than automated procedures that use Boolean logic or other less flexible classification methods.  

Section 3.2 describes the procedures used to create fuzzy logic rule files and to apply the fuzzy rules to input data sets to predict the most likely ecological classes at each grid cell. Creation of the knowledge bases (rule tables) involved an iterative process in which initial rules were created manually through interactive visual review of input data layers and these initial rules were applied to the input data sets to generate initial predictive maps for large portions of the entire map area.  After each iteration, the predicted maps were reviewed visually to identify errors or confirm success. Patterns that did not match with descriptions of the conceptual understanding of the anticipated distribution of predicted classes were analyzed to determine the most likely cause of the incorrect predictions. The initial fuzzy rules were revised manually and the revised rules reapplied to the input data sets to generate a second generation of predictive maps. This sequence was repeated until such time as the local ecological expert (the regional research ecologist) was satisfied that the predicted distribution of each defined ecological class matched his understanding of its likely distribution both conceptually and in real geographic space.  A particular set of fuzzy classification rules was deemed to be acceptable and ready for testing only once the regional ecologist had inspected the predictive maps that resulted from their application and indicated that the spatial patterns of ecological classes on these maps corresponded closely with both his mental model of their anticipated conceptual distribution and his local knowledge of their actual geographic distribution. These “final” fuzzy classification rules were used to prepare a “final” map of predicted ecological classes that was then submitted for independent assessment of its predictive accuracy.  
4.1.3 An approach based on heuristic knowledge

The LandMapR DSS procedures make every attempt to capture and apply the logic presented in the ecological Field Guides in as direct and clear a manner as possible. The procedures are not based on analyzing training data sets of classified plot or point data to search for any and all possible spatial co-occurrence relationships between available input data layers and desired output classes, regardless of whether the relationships are coincidental or based on causal factors.  Rather, the LandMapR DSS procedures focus on identifying a very limited number of input data layers that are believed to provide the best possible approximations of heuristic concepts, such as relative landform position or relative moisture condition, that are recognized by local ecological experts to be the key factors that control the spatial arrangement and distribution of ecological classes as defined and described in the relevant Field Guide(s).  

The LandMapR DSS procedures seek to locate and map what may be thought of as unique “environmental settings” or “situations”.  Each “situation” represents a unique combination of BEC subzone or variant, physiographic class, JMJ parent material texture and topographic setting including consideration of relative landform position, moisture regime, aspect or exposure and other factors such as relative proximity to wetlands or open water and absolute or relative height above local base level.  Since a given Site Series may be described in the relevant Field Guide(s) as occurring in several different environmental settings in a given BEC subzone or variant, the LandMapR DSS procedures were designed to permit recognition of as many different unique environmental settings as were necessary in order to predict the most likely spatial pattern of occurrence of each ecological class (Site Series) in each BEC subzone or variant.  Consequently, in any given BEC subzone, the procedures may define (and associate with a single defined Site Series class) anywhere from a single unique setting to many different environmental settings. All unique environmental settings predicted to be occupied by the same dominant Site Series could easily be rolled-up into a single output class, but that would have meant reducing the potential utility of the resulting PEM maps.  Instead it was decided to identify each unique environmental setting using a unique numeric map code and to retain this unique integer map code in the final PEM map.  It is a relatively simple matter to “roll up” all unique map codes that predict the same dominant Site Series to create a simplified map of single Site Series predictions. However, it is considered that there will be situations where it will be beneficial to be able to identify and interpret the individual unique environmental setting classes separately. In fact, the Regional Ecologist explicitly requested that some unique environmental settings be retained separately, even if they were predicted to include the same dominant Site Series, as slight differences in the composition and conditions within these unique environmental settings were of interest and use to him.

In the final legend, each unique environmental setting or situation was described in terms of the dominant ecological class (Site Series or non-forested ecological entity) predicted to occur within the setting.  In most cases, each setting was also recognized as being likely to contain a mixture of other ecological classes that were viewed as inclusions.  A look-up table identified the dominant ecological class predicted to occur within each unique environmental setting and also listed estimated proportions for up to three ecological classes (including the dominant class) that might occur in specified proportions within each defined unique “environmental setting”.  

4.1.4 Classification accuracy of PEM maps
PEM projects based on the LandMapR DSS approach have been completed to date for three different areas of different size and complexity in the former Cariboo Forest Region of B.C. (Table 1).  The predictive accuracy of the PEM maps produced for these three areas has been assessed using a modified version of the accuracy assessment protocol of Meidinger (2003) as described by Moon et al., (2004).  The relative rates of progress (in hectares per person year) and the total per hectare costs of production for these maps have also been determined (Table 1).  
Table 1. Size, costs and accuracy for three BC PEM projects
	Project Name
	Cariboo Pilot
	Canim Lake PEM
	Quesnel PEM

	Year
	2001-2002
	2002-2003
	2003-2004

	Size (ha)
	50,000
	200,000
	1.65 million

	Dimensions (km x km)
	50 x 15
	71 x 47
	204 x 135

	Dimensions (row x col)
	4131 x 1208 
	7095 x 4703
	8183 x 5414

	Grid Size   (m x m)
	5 x 5 

10 x 10
	10 x 10 

25 x 25
	25 x 25

	No. Cells
	5.0 million
	33.4 million
	44.3 million

	No. Map Sheets
	3
	12
	124

	No. BEC Zones
	5
	12
	12

	Production (ha/p/y)
	200,000
	600,000
	5 million

	Cost/ha ($)
	$0.47
	$0.45
	$0.10

	Accuracy 

(% overlap)
	66%
	67%
	68%


For the most recently completed Quesnel PEM, the project technical monitor only evaluated the accuracy of the predictions of dominant ecological class within each uniquely defined environmental setting.  This initial internal QA accuracy assessment indicated that the predictive PEM maps were of sufficient accuracy (68%) to meet provincial accuracy requirement of 65% when evaluated in terms of predicted dominant ecological class alone (Moon, 2004b).  

Earlier PEM projects completed in the Cariboo Forest Region in 2001 and 2002 were determined to have achieved levels of exact classification overlap of 66% (Moon, 2002) and 67% (Moon, 2003b) respectively.  Field observations of the most likely correct classification were collected by locally experienced independent contractors and the field observation data were analyzed by a third expert (Moon, 2002, 2003b) to determine the degree of correspondence between predicted and observed classifications.  

All three projects produced PEM maps that exceeded the provincially mandated minimum acceptable level of accuracy of 65% (Meidinger, 2003).  Quite a few of the early PEM projects undertaken in B.C. using other PEM methodologies had failed to meet this minimum level of predictive accuracy, so this was considered an important success.  None of six other approaches for producing PEM maps tested in the original Cariboo PEM pilot (2001-2002) managed to achieve a validated level of accuracy of better than 63%.  The fact that the LandMapR DSS PEM approach has demonstrated an ability to meet and exceed the provincially mandated minimum acceptable level of accuracy in three separate projects lends confidence to the belief that the methods should continue to produce acceptable results for other projects in other areas. 
4.1.5 Costs and rates of production of PEM maps

Table 1 indicates that each of the three successive PEM projects completed in the Cariboo Forest region using the LandMapR DSS approach has been associated with an increase in size of area mapped, an increase in the rate of mapping as measured by hectares mapped per person per year and a decrease in total per hectare costs.  These improvements are considered to be important. 

The original PEM pilot established that manually intensive methods of producing PEM maps through direct softcopy air photo interpretation and digitizing were relatively accurate (63%) but were limited in terms of achievable rates of production to perhaps 100,000 ha per person year (Moon, 2002).  Rates of progress are important because PEM maps need to be produced for millions of hectares per year and there are only a very limited number of experienced ecologists available who might have the local expertise required to create maps through direct manual interpretation. Even if there were an adequate number of ecological experts with local experience, problems would be anticipated in terms of maintaining consistency and correlation among a large number of human interpreters, if one were to opt for manually intensive methods of producing PEM maps using direct human interpretation (Moon, 2002).  
Rates of production directly influence total costs so any changes that can raise rates of production can lower costs.  The initial PEM pilot (Moon, 2002) demonstrated that automated predictive methods could increase rates of production dramatically relative to manually intensive methods.  The second operational scale up project (Canim Lake, 2003) showed that efficiencies could be obtained by mapping larger areas. Most of the time and effort went into creating and iteratively revising knowledge bases used to predict the ecological classes. The larger the areas to which any given knowledge base could be applied, the more cost-effective the procedures became.  Rates of production were increased for the Quesnel PEM relative to the Canim Lake PEM in part by deciding to reduce data volumes by using a DEM with a 25 m horizontal grid instead of a 10 m grid.  A study was first undertaken to compare the relative accuracies of PEM maps produced for the entire Canim Lake area using input data represented using a 25 m grid versus a 10 m grid (Moon, 2004a).  This investigation determined that there was no difference in the accuracy of PEM maps produced using 25 m versus 10 m input data sets (Moon, 2004a).  This lack of difference may be attributed to the fact that both the 10 m DEM and the 25 m DEM used in this study were produced by interpolation from the same B.C. provincial TRIM II vector elevation data.  These TRIM II vector elevation data had been collected using a semi-regular sampling grid with horizontal spacing of 70 – 100 m. Thus, interpolation to 10 m did not tend to capture any more variation in the actual terrain surface or with any greater fidelity than did interpolation to a 25 m grid.  It simply created a denser grid with a larger volume of data.  A similar comparison of the ability of a custom DEM with a 5 m horizontal grid spacing, produced expressly for an area of interest using conventional photogrammetric methods, had previously shown that accuracy was not improved by using a custom high resolution (5 m) DEM (Moon, 2002).  
Efficiencies of scale were further demonstrated in the most recently completed Quesnel PEM (Table 1).  These efficiencies arose both from the change to a coarser grid resolution and from the ability to apply a given set of classification rules to a larger area.  Creation and modification of rule bases has become the main limiting factor that requires the greatest amount of time and effort to complete.  Once a rule base has been created and shown to be capable of producing acceptable predictions, it costs very little extra to apply it to data for a larger area. 

When the first Cariboo PEM Pilot project was initiated, typical costs for predictive ecosystem mapping in B.C. were in excess of $1.00 per hectare with some being much higher.  The PEM pilot showed that it was possible to reduce per hectare costs to as little as $0.47, while the Canim Lake PEM operational scale-up test showed that costs could be reduced to at least $0.45 using a 10 m grid of DEM data and to as low as $0.10 using a 25 m grid.  Commercial rates for predictive ecosystem mapping have decreased in B.C. in response to expectations created by the findings of the PEM pilot and Canim Lake PEM. Most companies are now offering to complete PEM mapping for large areas at costs of $0.50 or less. A few recent PEM projects have been completed by other commercial contractors for less than $0.20 per hectare.  

Rates of progress are now controlled mainly by the number and complexity of ecological subzones for which knowledge base rules have to be constructed, evaluated and finalized. The recent projects have demonstrated that rates of progress of from 1-5 million hectares per year, per person, are realistically attainable. With larger areas, further economies of scale and improved techniques to assist in preparing and finalizing knowledge bases, it is certainly possible to envisage doubling rates of production (to 10 million hectares per year) and almost halving costs (to $0.05 per hectare) at least once more. 
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Figure 2 Example of a colored LandMapR DSS PEM grid map overlaid with vectors from a separate forest cover map[image: image12.jpg]



Figure 3. of a colored LandMapR DSS PEM grid map overlaid with vectors from a conventional TEM map
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Figure 4. Example of a LandMapR DSS workspace for creating and saving fuzzy rules for a "classification region" in the MSxv
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Figure 5. Illustration of the LandMapR DSS classification for the entire Quesnel PEM map area with detail for an inset area
4.1.6 Examples of B.C. PEM maps

Figures 2 and 3 provide examples of the kind and size of ecological features that are classified using the LandMapR DSS procedures in B.C. Both figures illustrate ecological classification results for the same portion of the Quesnel PEM map area. This portion of the entire map area is about 30 km EW and 20 km NS. The straight vector lines in Figure 2 identify the boundaries of 1:20,000 map sheets and some half map sheets. 

The classes of ecological entities predicted by the LandMapR procedures are illustrated in Figures 2, 3 and 5 using different colors.  The colors are not critically important but, in general, pinks are used for dry crests, yellows for steep dry SW slopes or coarse textured materials, grays for steep cool NE slopes, browns for the typical, (or mesic), units, greens for slightly moister than normal units in areas of seepage on lower slopes and blues for very wet areas.  Lime greens are used for non-forested meadows and purples for non-forested wetlands. In both figures black vector lines have been overlaid on the LandMapR DSS classifications to facilitate comparison with ecological features that were mapped independently, using manual means, at different times and by different individuals. 
In Figure 2, the vector lines represent polygons from a previously prepared map of forest cover. It is possible to note a fairly high degree of spatial correspondence between the location of boundaries on the forest cover map and changes in dominant classification (color) on the PEM map.  Many of the mapped changes in forest cover are spatially congruent with predicted changes in ecological class. Figure 3 illustrates the degree of similarity (and difference) between a terrestrial ecosystem map (TEM) previously prepared for this same area using conventional manual procedures and the automatically prepared PEM map. Most of the polygons on the manually prepared TEM map are described in terms of the proportions of ecological classes that they are believed to contain. The PEM map estimates explicitly which ecological classes may occur where inside these polygons.
Figure 4 illustrates what is referred to as a LandMapR DSS workspace in MS Excel.  This workspace is used as a location for entering and revising fuzzy rules for use in applying the procedures.  This particular workspace was used to define fuzzy rules for use in an area of medium texture and high relief in the MSxv subzone of the Quesnel PEM map area.  The landscape profile diagram included in this workspace illustrates the local expert’s understanding of the conceptual pattern of distribution of the various defined ecological classes (Site Series) in the landscape.  Note how the same landform position (e.g. the tops of knolls) can be occupied by different Site Series classes depending upon whether the knoll is located in an area of high or low relief or is underlain by coarse or medium textured materials. In general, however, the spatial distribution of various ecological classes in the landscape can be seen to be strongly related to landform position and exposure as they affect moisture status and energy regimes.  
Figure 4 also illustrates how the conceptual attributes defined for the attribute rule file (arule2130) are used to define fuzzy ecological classes in the classification rule file (crule2130).  Fuzzy attributes such as crest or slightly dry (SL_Dry) are defined by applying a fuzzy membership function to a selected input variable. A range of values of that input variable is associated with a conceptual class such as likelihood of being a crest or of being slightly dry.  The fuzzy attribute class can then be treated as a semantic construct and used to construct word-like phrases to define a conceptual class of ecological entity.  Each conceptual ecological class is defined by a combination of fuzzy attributes in the classification rule file (crule2130).  The first ecological class defined in the file crule2130 is given the name H2103c and the f_code 2103.  It is intended to capture the concepts associated with the 03 Site Series illustrated in the profile diagram. The 03 Site Series is predicted to be found at sites that occur on a crest, are very dry, have a slope less than 30% and that occur on medium to coarse materials that are shallow to bedrock and located only on high ridges.  These fuzzy attributes define a unique landscape situation, or environmental setting that corresponds to the local expert’s understanding of where in the landscape this particular Site Series is most likely to occur. Note also in Figure 4 how several different landscape situations all receive the same final f_code label of 2101.  Each of these conceptual spatial entities defines a specific environmental setting that differs from other environmental settings but all of these different environmental settings are expected to be occupied by the same Site Series class (01). This is a useful and important capability. Many supervised classification approaches assume that any single class can be defined using a single set of rules.  This example clearly shows how several different sets of rules may be required to correctly recognize a class than may occur in several quite different environmental settings. 
Because the rules are formulated using semantic constructs labeled with meaningful names, it is quite easy to read and interpret the rule bases. There are no “hidden layers” or impenetrable mathematical equations that prevent the rules from being easily understood and interpreted.  The rules capture, formalize and quantify the tacit expert knowledge of the local expert who devised the classification scheme and defined the various classes of ecological entities that were felt to be necessary to recognize.  The rules try to maintain an explicit, one-to-one, relationship with the criteria used to define the conceptual classes in the relevant ecological keys and field guides.  More than once, unsuccessful initial attempts to capture local ecological knowledge using the DSS rules revealed errors or inconsistencies in the published descriptions and definitions of defined Site Series. Creation of DSS rule bases is an exercise that tests the completeness and logical consistency of the published ecological classification rules.  
Figure 5 is included mainly to provide visual confirmation that a single seamless predictive ecosystem map (PEM) was actually prepared for the entire Quesnel PEM map area of 234 km EW by 135 km NS.  This is quite a large area that would take quite a lot of effort and quite a long time to map using conventional manual techniques.  The entire area was completely mapped in less than 4 months using the LandMapR DSS procedures.  There are no edge effects, map joins and no correlation inconsistencies.  The insert in Figure 5 illustrates the predicted ecological classes for a portion of the MSxv subzone that is about the size of a single 1:20,000 map sheet (14.4 km EW by 10.0 km NS).  This expanded view shows how the various predicted classes occupy distinct landform positions that approximate the positions that they are illustrated to occupy in the landscape profile diagram in Figure 4.  The LandMapR PEM maps are very much like 3D renderings of the 2D landform profile diagrams. They provide a 3D view of the predicted spatial distribution of conceptual classes that is in accord with the ecologists understanding of where in the landscape these classes are most likely to occur. Whether they actually do occur in these locations will depend upon a combination of how correct the ecologist’s conceptual model is and how faithfully the actual terrain surface is represented by the available DEM data (and other ancillary data sets).  So far, the degree of correspondence has been quite good.
4.2 Automated Landform Classification
The second most common commercial application of the LandMapR toolkit to date has been as a tool for automatically classifying landforms into landform elements or facets.  

The landform classification application represents the original purpose for which the LandMapR toolkit was initially constructed. Automated classification of landform facets has found practical use in a number of different areas. The most important of these are as follows.  

· Custom landform facets have been used as a key input to other approaches to predictive ecosystem mapping practiced by other ecological consultants in B.C.
· The LandMapR toolkit has been used to extend the value of digital soil data bases by classifying and characterizing the morphology of landforms identified in these digital data bases.

· The original set of 15 standard landform facets has been used to investigate the potential of using automatically defined landform classes as the basis for defining management zones for precision agriculture. 
· A simplification of the standard 15 unit landform class model is being used to try to estimate the spatial distribution of carbon in the landscape as a component of continental-scale green house gas (GHG) studies. 

· The WeppMapR component of the LandMapR toolkit has been used to extract hydrological spatial entities as an input to studies of source areas and transport mechanisms for both phosphorous and pathogenic organisms in agricultural landscapes. 
4.2.1 Landform classification as an input for PEM
Two consulting companies in B.C. have used custom landform classifications, prepared using the LandMapR program, as a key input to their own, in-house, procedures for predictive ecosystem mapping.  
The custom landform classes were used, in combination with only a few other digital input layers, to predict the most likely ecological class, or mixture of classes, within spatial entities defined primarily in terms of landform class.  Typically, the landform class map was intersected with digital maps that depicted classes of slope and aspect, a manually prepared map that depicted parent material texture (and sometimes depth) and an updated map of localized BEC ecological subzones.  Simple classification rules were created to associate Site Series classes with particular landform classes, taking into consideration such other factors as slope, aspect, parent material depth and texture and ecological zone. These rules were generally applied using the EcoGen classification engine. The ecological expert for these local consulting companies created EcoGen style rule bases by assigning an estimate for the likelihood that each ecological class defined to occur within a given BEC subzone might occur within each defined landform class.  Similar estimates were made for each subzone of the likelihood that each defined ecological class might occur in each defined class of slope gradient, aspect, parent material texture and depth to bedrock. Some of these rule bases also made use of class maps that depicted the proportions of different tree species as reported on available maps of forest cover but, in general, forest cover was not used or was given a low weight.  The rules were then run through the EcoGen classification engine to predict the most likely ecological class, or assemblage of classes, for each grid cell.
4.2.2 Examples of landform maps for B.C. PEM

Figures 6-8 provide examples of the maps of custom landform classes produced for use in predictive ecosystem mapping undertaken by other consulting parties in B.C. 
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Figure 6. Custom landform classification developed for the MKMA PEM in B.C.
Figure 6 provides an example of one of the early efforts to create a landform classification that could provide a portrayal of landform classes assumed to relate in a pretty simple way to the expected spatial distribution of the main ecological entities in the area of interest.  This image shows the landform classification developed for use in the Muskwa-Kachinka Management Area (MKMA) PEM in north-eastern B.C. Landform classification maps were prepared for four separate areas of approximately 50 km by 50 km for the MKMA PEM.  A 25 m DEM was used to produce the custom landform classifications for the MKMA PEM.  This PEM was accepted into the provincial data base.

The second application of the custom LandMapR landform classification was as an input to a PEM for almost 3 million hectares in the Invermere area of south-eastern B.C.  This large area of 172 km EW by 178 km NS was characterized by two very different types of landscapes, one of steep mountains and one of a broad, relatively level valley (Figure 7). Two different sets of classification rules were developed and applied to recognize two different sets of landform classes in these different landscapes.
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Figure 7. Invermere, B.C. custom landform classification
Figure 8 shows an expanded view of a portion of the Invermere area for which the two different custom landform classifications were developed.  The landform classes in the broad, relatively level valley of the Rocky Mountain Trench are clearly different than the classes required for the steep mountainous areas.  The B.C. consultant who commissioned this custom landform classification was able to produce a PEM map that met the B.C. provincial requirements for a minimum of 65% predictive accuracy in Site Series classes. In order to meet this accuracy requirement, the consultant needed to assign assemblages of Site Series classes to each unique combination of landform class, BEC subzone, slope, aspect and parent material. Most of the spatial entities defined for the PEM were described in terms of the proportions of defined Site Series that were anticipated to occur within each entity.  It was not possible to predict pure units that consisted of a single Site Series that dominated the entire area.  This is one limitation of the approach to date.

The principal attractions of this landform-based approach are low cost and rapid development of ecological knowledge base rules. It is much easier and faster to develop and apply one or two sets of custom landform rule bases than it is to develop and apply multiple LandMapR DSS ecological class rule bases.  It is therefore possible to rapidly create custom landform maps for large areas at costs of four cents per hectare or less ($0.04 /ha).  For larger areas these costs could also easily be cut in half.  
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Figure 8. Expanded view of a portion of the custom landform classification for the Invermere PEM
The second attraction is that the B.C. consulting company indicated that they found it quite fast and easy to prepare and modify ecological knowledge bases for this area based primarily on consideration of the landform classes presented on the LandMapR landform maps.  The B.C. consulting company did have the advantage of having in their possession a geo-registered data set of over 1500 field sample plots at which the ecological classification was recorded.  This data set gave them the opportunity to train their rules by analyzing spatial co-occurrence relationships between the classes of input maps, including the landform classes, and the various ecological classes recognized at field sample points.  They achieved a re-classification accuracy of 75% in terms of allocating their training samples to the correct ecological class. It is understood that the final ecological maps were accepted by the provincial government as having attained a predictive accuracy of at least 65%. The total cost of this PEM worked out to about $0.17 per hectare of which $0.04 was charged to landform mapping.  
A direct parallel can be made between the way that ecological consulting companies have made use of the LandMapR landform classifications in B.C. and how soil survey agencies might make similar use of landform class maps. Landform classes are very similar to the kinds of topographically-informed partitions of the landscape that typically emerge from manual air photo interpretation undertaken to “pre-type” areas in advance of field soil survey efforts.  In this case, the landform classes lack direct information about parent material type, texture and depth although there may well be a considerably strong relationship between these parent material attributes and defined landform classes. In the absence of direct information on parent material attributes, this information must be provided separately by preparing and intersecting a map of parent material attributes with the map of landform classes.  Given knowledge of the climate zone, the parent material type and texture and the landform class, locally knowledgeable soil surveyors should be able to predict the most likely soil with a fair degree of accuracy.  This is not unlike predicting the most likely ecological class. The landform classes provide a reasonable set of compartments for partitioning the landscape into spatial entities that can be described in terms of the composition of soils, ecological entities or other environmental conditions that characterize them. It is quite reasonable to expect these landform-based spatial partitions to contain a characteristic assemblage of soils and soil properties that is less variable than the landscape as a whole and that is predictable. 
Other products available to assist in automating soil surveys have also clearly recognized the potential of adopting this kind of approach. The 3DMapper product developed in concert with SoLIM provides capabilities to digitize soil boundaries while viewing and considering an underlying landform classification. 

4.2.3 Automated analysis of landform morphology

The LandMapR toolkit has been used to analyze and characterize the morphology of different landform types as a contribution to extending the value of an existing digital soil data base.
The Agricultural Regions of Alberta Soil Inventory Database (AGRASID) provides a seamless uniform digital data base of soil information for the agricultural portions of Alberta. The soil polygons in this manually prepared, conventional soil database were described using codes to identify the dominant type of landform that occurred within each polygon and symbols that identified a list of soils considered most likely to occur within each polygon. This is a pretty standard soil survey data model.  The original digital data base lacked two main sets of information that were essential for many anticipated uses. 
In the first instance, critical information was needed about morphological characteristics of each of the mapped landform types. This morphological information included such common measures as the distribution and range of slope gradients, length of slopes, distribution of aspect classes, amount of relief and proportion of the landscape occupied by different landform classes (e.g. depressions, crests or knolls, mid slopes).  The approach taken to address this deficiency was to select section and quarter section sized sites taken to be representative of a particular landform type and to analyze fine spatial resolution DEM data sets for these locations to compute and report a series of morphological measures. The means and distributions of a number of morphological characteristics were computed for a number of sites taken as representative of each landform type and these were described, summarized and illustrated to document the principal morphological attributes of the principal defined AGRASID landform types (MacMillan and Pettapiece, 2000). 
[image: image4.png]UPS 25%
Soils ~ Landform
TrNze  Siopas 19
PED %4 Shpam 3

MID 45%
Soils ~  Landform
PED4%  Siopesa

Slopaso 1%
Lenaih 50




Figure 9. Example of a soil-landform model created for AGRASID
In the second instance, the original AGRASID digital data base did not have any capability to associate the named soils with the portions of the landscape in which they occurred. This made it difficult to associate a named soil, and its attributes, with a specific set of morphological attributes such as slope gradient or slope length.  This capability was needed if the information in the digital soil data base was to be used effectively as input to support conceptual and deterministic models, such as erosion models or models of the spatial distribution of organic carbon.  A procedure was developed that used fuzzy logic to capture expert heuristic knowledge about where in the landscape each of the soils listed for each polygon was most likely to occur (MacMillan et al., 2000c; MacMillan et al., in prep). This procedure resulted in the creation and formal documentation of conceptual soil-landform models that predicted the most likely spatial arrangement of listed soils relative to a simple set of landform classes for every single polygon in the AGRASID digital data base (Figure 9).  The data model of the original AGRASID data base was modified to store this information about which soil, or group of soils, was most likely to occur in each of the four defined landform positions.   The morphological attributes of each of the four landform classes were also summarized so that individual soils could be associated with the morphological attributes of the landform class with which they were associated in order to facilitate use of this conceptual information in conceptual and deterministic models.  
The soil-landform models created to enhance the AGRASID digital data base operated at a conceptual level only (Figure 9). Since high resolution DEM data were not available for the entire extent of the area covered by the AGRASID data base, it was not possible to support creation of explicit spatial models that predicted and illustrated the actual physical arrangement of the named soils in specific polygons at specific locations. If a high-resolution DEM had been available, the procedures developed to create the conceptual models could have been applied to create spatially explicit models of the projected arrangement of mapped soils in the landscape at all locations. For the present, most analysis and use of the AGRASID digital soils data base is based on interpretation of these non-spatial soil-landform models on a conceptual level.  At some point in the future, it may become possible to apply the procedures to actual high-resolution DEM data sets for the entire extent of the AGRASID data base to permit the conceptual models to be made spatially explicit.  This approach is being investigated in several jurisdictions in Canada and abroad where it has been referred to as “densification” of existing soil survey maps. 
The procedures developed to characterize landform morphology for sites selected as representative of particular landform types were applied in a second project conducted for the Cumulative Effects Management Association (CEMA), a public-private sector organization concerned with avoiding or mitigating any adverse impacts of rapid development in the oil sands region of north-eastern Alberta.  This organization wished to have quantitative information to document the defining morphological characteristics of the main typical natural landscapes in the region.  This quantitative information was intended to support discussions of natural landscapes in comparison with landscapes that were disturbed and then reclaimed as a consequence of oil sands development activities. The organization also had an interest in obtaining graphical illustrations to support human visual assessments of landscape quality, diversity and visual appeal.  A report prepared for this project documented and described the principal morphological characteristics of all the major landform types identified within the region of interest.  
One area of quantitative landform analysis that has not yet received the attention it deserves is that of multi-level and multi-scale hierarchical classification of landforms (MacMillan et al., 2004). 
4.2.4 Management zones for precision agriculture

One of the original motivations for creating the LandMapR toolkit was to support investigations of whether landform segments classified by automated means could define meaningful management units for precision agriculture (Figure 10). 
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Figure 10. Example of a landform classification of a farm sized agricultural landscape for precision agriculture
Several research projects resulted in the acquisition and processing of fine spatial resolution (5 m horizontal and 0.3 m vertical) DEMs for what eventually amounted to several hundred farm and field sized sites.  Of the 30 or so research scientists who are currently using the LandMapR toolkit, at least a dozen have, as their primary interest, investigating the utility of automated procedures for defining management units for precision agriculture.  
Many of the sites classified to define management units for precision agriculture have been sampled to assess whether the landform-based management units provided a useful partitioning of variation in soils, soil properties or crop yields.  On the whole, the landform-based classifications showed an ability to explain a considerable proportion of the observed variation in soils, soil properties and crop yields at most sites.  The landform segmentation approach did not provide useful information at some sites where the total variation in properties was low or where most of the variation was not related to natural processes as influenced by landform characteristics. Meaningful patterns of variation were identified over a wide range of types and scales of topography. Organic landscapes in Quebec that had as little as 0.5 m of total relief were shown to exhibit significant differences in moisture regime, soil properties and crop yield in different landform facets computed from a very precise laser-level DEM.  Similarly meaningful differences were identified in glacio-lacustrine and marine landscapes with very low relief (< 2m) in the St. Lawrence Lowlands of Quebec.  Research studies in Alberta, Manitoba, Saskatchewan, Ontario and Montana have all found that the 15 basic landform segments extracted by the original default LandMapR landform classification produced meaningful partitions of the landscape that were judged to have potential to act as management units for precision agriculture.

Despite the promise shown in research studies, automated landform classification has not found immediate commercial application and acceptance in the agriculture industry.  It is evident that just being able to partition agricultural fields into compartments that exhibit meaningful differences in soils, soil properties and yields is insufficient.  Farmers are reluctant to spend the time, energy or money required to obtain and use maps of this type unless there is a clear and direct benefit and an immediate payback on the investment.  
The missing piece of the puzzle appears to be the lack of effective management prescriptions linked to the defined management zones. We lack the agronomic understanding required to develop management advice and agricultural “prescriptions” linked to these management zones that will result in better crop performance, lower or optimized expenses or even more environmentally sound management practices. Until such direct, clear and effective prescriptions can be linked to the management units, there is unlikely to be much acceptance or use of these management units for precision agriculture.  Motivation for adopting use of landform-based management units will have to come either from regulatory requirements for farm-scale environmental management plans or from clearly demonstrated economic benefits. The economic benefits may arise from lowered input costs, increased yields, improved use of herbicides for weed control or fertilizers for nutrient management, or from improved selection of crop varieties or management techniques to increase yields, improve quality or reduce disease or damage.  At present none of these benefits of using landform-based management units are immediately or easily realizable and so adoption of this potentially useful approach has been stalled.  
The author does not anticipate that farmers will be quick to adopt landform-based management zones, or for that matter, precision agriculture itself.  Information and tools required for intensive and informed management of different parts of agricultural fields are unlikely to be in demand until such time as regulatory requirements or commercially imposed standards require farmers to devise, apply and maintain spatially explicit records of their management practices on a detailed, within-field basis. 
4.2.5 Estimation of carbon sink potential

Global warming and the concomitant studies of the varying potential of agricultural (and forested) landscapes to store or release carbon have led to a specific interest in using automated landform classification to try to locate and quantify carbon sinks and sources in the landscape (Figure 11). 
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Figure 11, Relationship between the distribution of organic carbon and landform classes

The LandMapR toolkit, and classifications of landforms produced using it, are being used by Canadian agricultural researchers charged with identifying and quantifying the extent of present day distributions of carbon in agricultural landscapes and estimating the potential these landscapes posses to act as sinks for capturing and storing organic carbon (Figure 11).  Most field assessments of the basic LandMapR landform classification to date have shown that two of the environmental attributes best explained by the model are the thickness of the topsoil and the percent of organic carbon in the topsoil.  These are the key pieces of information required to estimate total carbon storage in agricultural landscapes.  
Most use of the LandMapR model for assessing carbon storage potential has been at the scale of individual sites where detailed DEM data can be obtained. Work at regional to national scales has relied mainly on using estimates of the amount of carbon stored in different conceptual landform classes. Spatially explicit estimates have not been attempted as DEM data of the required resolution and extent has not been available.  Conceptual soil-landscape models have been defined that approximate those described in section 4.2.3. These conceptual models have been associated with very small scale national digital maps that depict spatial patterns of generalized conceptual soil-landscape entities. Estimates of the proportions of landform classes that occur in each of the conceptual soil-landscape entities have been made and estimates of the amounts of carbon stored in each landform class have been linked to these.  This makes for very general, hypothetical and non-spatially explicit models of the potential present distribution of carbon in agricultural landscapes and its potential to increase or decrease.  For the moment that is the best that can be accomplished given the available data and resources. It is hoped that more detailed and spatially explicit analysis may become possible in the future. 
4.2.6 Extraction of hydrological spatial entities

The final example of application of the LandMapR toolkit that is discussed by this paper is that of automated extraction of hydrological spatial entities.  
A chance request from a client resulted in development of the WeppMapR component of the LandMapR toolkit. This component was developed to take advantage of the basic flow routing capabilities of FlowMapR that had been implemented to permit calculation of the various measures of relative landform position.  WeppMapR implements procedures required to automatically extract and attribute the hydrological spatial entities needed as one input to the WEPP water erosion model. The basic conceptual entities consist of segments of stream channels and the hillslopes that contribute simulated surface flow into each defined stream channel segment.    A database record is generated for each stream channel segment and each hillslope. A database record stores information on the length, width, starting points, end points and mean gradient for each channel segment. The database record also stores topological information on the hydrological connectivity of each segment. This consists of storing the ID number of the channel segment that each segment delivers its flow into and the ID numbers of any upslope segments that connect to a given segment from the left side, center or right side.  
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Figure 12. An example of channel segments and hillslopes extracted by WeppMapR
A hillslope in WeppMapR consists of the collection of all grid cells that are determined to contribute surface flow into a defined length of a stream channel (Figure 12).  Hillslopes also have records in a database file. Each record for each hillslope contains information on the area of a hillslope, its length, width and a notional mean slope profile. Also recorded is the ID number of the channel segment (or impoundment) that a given hillslope contributes its flow to and whether it contributes flow into the left side, the right side of the top of a channel. 

The presence of the WeppMapR component in the LandMapR toolkit has led to realization of possible benefits, or synergies, which might arise if the landform classification capabilities of FacetMapR and FormMapR were to be merged with the capabilities of WeppMapR to extract hydrological entities
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Figure 13. An example of integrated hydrological and geomorphic spatial entities
Combining the capabilities of the two sets of programs provides an ability to automatically extract and document integrated land and water spatial entities that combine geomorphic attributes of shape and landform context with hydrological attributes of documented flow topology and connectivity (Figures 13 & 14). In these figures, each spatial entity has not only a defined external shape and landform position and defined internal attributes, but also a defined hydrological connectivity. Consequently, a dry crest unit can be seen to lie above and contribute flow into a mid-slope unit below it which in turn lies above and contributes flow into a toe slope unit that then contributes flow into a specific length of a stream channel (a channel segment).  This information can not only be interpreted and appreciated visually but is also stored as a component of database records that document both the physical attributes of each integrated land and water spatial entity and the hydrological attributes of connectivity in the upslope and downslope directions.
A very significant proportion of issues and applications that make use of spatial data on soils, landforms or ecosystems are concerned with how the landform-based entities interact with water flowing into or through them.  Many applications of soils data are concerned with how soils influence the hydrological processes of infiltration, runoff, evapo-transpiration and seepage or percolation.  The creators of maps of soils, landforms and ecological classes may be missing out on a great opportunity to make their maps much more complete and useful by not fully appreciating the opportunities offered by defining integrated land and water spatial entities.  At present, a soil map only attempts to provide a user with information about the intrinsic soil properties at a site, with a small amount of additional information about the geomorphic characteristics of the landform at a site.  A soil map may be able to tell you “what soil is here?” or “where is what soil?” but no existing soil map is able to provide information on “where will things move?” or where do inputs come from?” 
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Figure 14. Another example of integrated land and water spatial entities.

Many forward looking soil scientists, ecologists and hydrologists have long recognized a need to define more integrated land and water spatial entities (FAO, 1995; Meijerink, 1988, Band et al., 2000). Methods of integrated catchment management (ICM) and integrated watershed management have been enthusiastically embraced in virtually all areas of the world. This has occurred in recognition of the importance of maintaining or improving both the quality and the quantity of surface water in our environments. Water bodies are the yardstick used to measure environmental health and to identify environmental problems. Imagine having a soil or ecological map that not only indicated the physical, chemical and geomorphic attributes of any site of interest but also indicated how that site was connected, hydrologically, with upslope and downslope components of the landscape.  If a forester was interested in identifying where a disturbance to a particular soil or ecological entity on a hillslope might impact on a particular stream channel, a map of integrated land and water entities would provide that information. If an environmental researcher wanted to identify possible source areas for elevated levels of phosphorous or pathogenic organisms in a stream channel, all potential source areas could be directly interpreted from the map or the digital data base.  So much could be gained by defining integrated land and water spatial entities as the basic compartments delineated and described by next generation soil or ecological maps. This could be accomplished at a very small incremental cost and might even be found to reduce costs for making such maps.  If map makers are forced to think in terms of hydrological objects such as watersheds, sub-watersheds and hillslopes while preparing their maps of soils or ecological entities, they may well find that these considerations inform and improve their ability to delineate spatial compartments that are different in meaningful ways. 
Watersheds and smaller components of watersheds are almost certain to provide the basic framework for almost all spatially oriented environmental analysis and decision making for the foreseeable future. If flow topology is already being computed to provide inputs for automated mapping of soil or ecological classes, why not make greater use of that computed flow topology to define integrated land and water spatial entities. Why not create maps that not only tell us “what is here?” but also tell us “where will it go?” or “where has it come from?” If we are going to go through a process of redesigning the kinds of maps that are made and how they are made, why not ask ourselves if we cannot at this time think outside the box and create integrated land and water databases that can do more, and for less?
The author anticipates that societal needs for information about our environment and its response to stresses and disturbances will eventually force us to recognize the inevitability of defining integrated land and water spatial entities. 
5. DISCUSSION
We live in a world where almost everything is spatial and recognition of almost all spatial objects is being automated. Consider how recent developments in automated machine vision have resulted in automated recognition of spatial objects such as road center lines, buildings, human faces, forest classes and even individual trees.  
It is fairly easy to predict, then, that almost all future maps of soil, ecological and geological conditions will need to make use of automated (or semi-automated) procedures for extracting and describing the phenomena being mapped.  It is simply not feasible to continue to use traditional, manual methods. They are too costly, too slow and too subjective. The information and maps produced by such traditional methods are often out of date by the time the maps are ready for release.  
So, what will those maps look like and how will they be prepared? Heipke (2004) has identified two main methods of describing spatial information that he termed field-based model and object-based model.  Field-based models describe continuous variation of properties in space.  Object-based models describe discrete spatial entities by their location, size, shape, and further attributes.  Similarly, Burrough et al., (1997) recognized a distinction between a continuous model of soil variation and a discrete (or classed) model of variation.  Heipke (2004) was of the view that “In most cases, we view the world as being composed of objects”.  Geo-objects are special cases of objects that have a spatial and possibly a temporal reference.  Burrough et al., (1997), however, maintained that soil, and other phenomena that vary continuously through space, were best described using a continuous model of spatial variation. 
Both continuous and classed approaches offer capabilities and opportunities for representing spatial variation that the other does not and both will survive and continue to be used.  However, despite the fact that soils do vary continuously in space, humans ultimately have a need to simplify complexity in order to reduce choices and arrive at decisions.  As Heipke noted, most humans have an inherent need to view the world as being composed of a series of discrete, but related, objects.  To further simplify things humans often treat individual objects as instances of a repeating class or concept.  Thus, we frequently create maps in the natural resource disciplines that attempt to partition space into a series of discrete objects that encapsulate and simplify the continuous variation that occurs in nature. Most decision making takes place with reference to these objects and not to the continuous variation in properties that underlies these objects.  In order to arrive at decisions and take actions, we almost always need to simplify the apparent chaos that exists in nature and reduce it to a few discrete choices that are positioned in defined space. 

Automated techniques can lead to a proliferation of many different maps that depict the status of particular conditions or features at a particular point in time. The fluidity and impermanence of multiple instantaneous maps of specific conditions will almost certainly lead to a desire to identify some kind of spatial framework that is more stable and permanent than the ever-changing conditions portrayed by dynamic maps.  Humans have an innate need to identify and interact with spatial frameworks or structures that possess some degree of permanence and predictability.  Thus, for all the potential benefits that may accrue from having an ability to generate custom, single purpose, continuous maps on demand it is expected that an ability to report and analyze data within a somewhat more stable spatial framework will always remain. 

One of the few aspects of our natural environment that changes slowly and appears to offer a stable framework for spatial analysis is the shape and configuration of the terrain surface (landforms and landform elements).  It is argued that a formal systematic decomposition of space into successively smaller and more homogeneous classes of landforms and landform elements could act as a stable spatial framework within which the patterns of other, more dynamic maps and models could be reported and analyzed.  This kind of fixed spatial framework could help to define stable reporting units or “accounting units” for analyzing and reporting changes in environmental conditions as diverse as levels of organic carbon in storage, concentrations and fate of contaminants, amounts and status of soil erosion or types of land cover and land use.  

The author has observed a re-birth in interest in the production of classed maps of natural phenomena such as soils and ecological entities in just the last few years.  This renewed interest may be due in part to the development of new techniques and new data sources that make automated production of such maps more feasible and cost-efficient.  It may also be related to recognition of the fact that the site specific point data required to produce accurate and dependable continuous maps of many of the most important single properties are simply not available, making production of reliable maps of individual soil properties an unrealistic option at this time.  Classed maps present an immediately feasible alternative.
There seems no longer to be much doubt that individuals involved in the preparation of maps that depict the spatial distribution of environmental conditions in the fields of soils, geology, ecology and hydrology will have to increasingly adopt automated methods for producing those maps.  The volumes of input data sets available to assist in the creation of these discipline maps are increasing dramatically.  The need for procedures and techniques that can turn raw data into some form of useable knowledge or understanding is likewise increasing.  Traditional methods based on human review and interpretation of available input data are no longer capable of keeping up with the demand for new information or with the influx of new raw data that require interpretation.  For better or for worse, it is expected that the creation of virtually all maps of environmental phenomena will need to embrace and incorporate automated procedures.  It is expected that automated maps will be prepared that portray environmental conditions as both continuously varying values of single variables of interest and as classed maps of discrete spatial entities that are based on partitioning of the topographic surface into landform components.  Single continuous variables will find their greatest use as direct inputs into physically-based, deterministic models while classed maps of landform-based spatial entities will find their greatest use in supporting heuristic decision making approaches.  Each type of map will be used in the preparation of the other and both have valid uses and applications.  
5.1 Inventing a Brave New Future or Reinventing the Past?
Some have argued that new techniques for creating classed and continuous maps of environmental conditions represent a dramatic paradigm shift in the environmental mapping disciplines.  I would argue that we are simply finding that new tools and new data sources are emerging that permit us to apply (and often to relearn) the knowledge and experience of the past a bit faster and with greater apparent spatial precision.  

Many of the new, emerging technologies make explicit (or implicit) use of concepts and scientific knowledge that have been around for decades.  Many are finding that producing maps at any particular scale benefits from adoption of a formal systematic hierarchical framework similar to what has long been used as the basis for systems of ecological land classification and land systems mapping first elaborated in the 1960’s. A great many are rediscovering or reinventing concepts of soil-landform relationships (catenary sequences, hillslope hydrology, geomorphology and ecological zonation) that have been fundamental components of the scientific knowledge of these disciplines for many decades.  All of these disciplines have developed conceptual models that elaborate how surface form influences and controls processes such as hillslope formation, soil development and evolution of ecosystems and how, in turn, these processes influence the development and evolution of surface form through feedback mechanisms.  Many of the new data mining techniques for examining patterns of spatial co-occurrence, geostatistical relationships or periodicity in environmental conditions are simply re-discovering, confirming and quantifying previously existing conceptual scientific knowledge.  

We have a new generation of map makers emerging that is computer literate, numerate and comfortable with statistics, deterministic modeling and software for spatial analysis and modeling. This new generation is not encumbered by adherence to beliefs, methods or assumptions that limited the ability of the previous generation of soil, ecological and geomorphic map makers to “think outside the box” to alter their preconceptions and methods.  These are all good things.  At the same time, however, most members of the next generation of map makers have not had the opportunity to undergo the field apprenticeship that exposed the previous generation to the accumulated volume of tacit knowledge about soil-landform relationships. It is not uncommon to encounter papers in which authors expound with enthusiasm on some pattern of the soil-landscape relationship that was revealed to them in the course of their statistical or deterministic modeling that represents understanding of patterns that has long been part of the tacit knowledge of experienced field personnel. It is a good thing that new mappers are making efforts to quantify and formalize formerly tacit knowledge about soil-landform (and ecological-landform) relationships.  At the same time, it is necessary to exercise caution in order to avoid the costly situation of discarding all existing knowledge and then having to relearn it all again.  The author has had numerous examples himself of instances where he has been forced by circumstances to implement a new procedure only to realize upon completion that a similar or identical procedure was typically required by conventional methods he had previously used.  
5.2 Integrated Land and Water Entities

There is a renewed appreciation of the inter-relationships between landscape form and environmental processes and of the ability to interpret landscape form and processes to predict the environmental conditions (e.g. soils, ecosystems, geological materials) that are most likely to develop or occur in any particular portion of the landscape, subject to any given set of processes.   

The inter-related disciplines of soil science, geomorphology, hydrology and ecology are again recognizing their shared fundamental inter-dependencies.  Studies involving the application of new technologies to create classed map entities are increasingly recognizing that "a key unifying element of land characterization is the landscape unit" and that improved concepts for spatial entities need to be based on clear-cut natural terrain units that take into account land and water linkages (FAO, 1995).  It is no longer sufficient to create a map that describes only the physical characteristics of a parcel of land. It is increasingly important that each point or parcel be described in terms of its linkages to, and spatial relationships with, adjacent points or parcels.  Hydrological connectivity from one parcel to adjacent ones is a key unifying element that can be used to characterize not only the physical attributes of a site but also the processes that affect it and the topology of its relationships to adjacent areas.  

The author hopes to see the emergence of a single hierarchical set of relatively stable spatial entities that combine considerations of hydrography, geomorphology, soils and ecology. These combined land and water entities could offer a stable and meaningful framework within which to report and analyze a wide range of environmental conditions, including those mapped as continuous variables.  

5.3 Issues of scale and accuracy of DEM data

Efforts to evaluate the accuracy of the ecological class maps produced in B.C. have provided considerable valuable insight into limitations imposed by the inability of currently available DEM data sets to portray the true terrain surface faithfully.  
None of the PEM maps we have produced in B.C. have been able to predict the observed class at specific site locations with anything close to an acceptable level of accuracy.  The maps have had good success at predicting the proportions of ecological classes likely to be found within relatively small test areas equivalent in size to a minimum-size map delineation.  We have developed various explanations for this inability to achieve predictions that are spatially accurate at the point, or single grid cell, scale.  
It appears that our predictive maps suffer from misalignment of predicted and field observed classes in terms of both physical space and conceptual class space.  We have observed that the field observer’s geographic positions can be off-set from the positions that they assume they are occupying due to errors in both their GPS location readings and in the positional accuracy of the digital base map and DEM data sets. Offsets of 10 – 20 m from true positions are not uncommon. Given that many observations of ecological class along field transects change class at intervals of 10 m or less, a positional offset of 10-20 m is almost certain to lead to a mismatch between predicted ecological class and the ecological class recorded at a particular point location. Here we are encountering problems with simple spatial misalignment that prevents us from comparing the class that we predicted at a site to the class that is encountered at the exact same location. If the observer is not, in fact, at the exact same location, then the comparison is not valid.  
A second form of misalignment in physical space occurs when the actual terrain surface is not represented faithfully or accurately by the available DEM surface. The fact that field observers consistently record changes in ecological class over distances of 10’s of meters is a strong indication that ecological site conditions are varying over these rather short distances and that variations in the terrain surface are likely responsible for these changes.  The 25 m grid DEM surfaces that we use were interpolated from point data collected on an irregular grid with points separated by distances of 70-100m.  Elevation sampling at this spacing is simply not going to capture and portray variations occurring over distances of 10’s of meters. We can therefore be certain that locally significant variation in the topographic surface operating over distances of less than at least 100 m is not going to be recorded with any fidelity.  The relatively coarse sampling grid used to construct the DEM will likely pick up some of the periodicity in the terrain surface but it will not correctly locate specific small features such as small ridges, knolls, hollows or depressions.  Consequently, there will be a spatial mismatch between the location of terrain features on the DEM and the true location on the ground.  This spatial mismatch will mean that an observer at a specific location may describe the location as the top of a small knoll while the DEM will represent that exact same location as being on a side slope or even in a hollow.  Spatial displacement of the locations of important local variation in the landscape as portrayed by the DEM data relative to the true landscape is therefore inevitable and will invariably result in a reduction in predictive accuracy.  This problem has particular significance for supervised classification approaches that make use of spatially accurate, geo-located field observations. If the class (or property) observed at a particular location occurs on, and is characteristic of, for example a local knoll and the DEM portrays this exact location as being in a trough, then any rules formulated using this training point are bound to be incorrect and will lead to improbable and unacceptable classification results.  
The automatic assumption is that more accurate and finer spatial resolution DEM data will overcome these problems with spatial displacement and misalignment of the true topographic surface and the interpolated DEM surface.  Efforts to produce and use custom 5 and 10 m DEM data sets in forested areas of B.C. did not realize any improvements in predictive accuracy either within small areas or at exact point locations.  This may be a case of it simply being impossible to extract an accurate DEM in a forested area using conventional photogrammetric techniques or it may be an indication that spatial displacement and mismatch are symptomatic of all efforts to match ground observations and classifications with classifications produced using a DEM.  

Limited experience in using very fine resolution LiDAR DEM data has also led to caution with respect to assumptions that more and finer resolution DEM data will automatically result in more accurate classifications with increased spatial precision.  For one thing, LiDAR DEM data picks up so much short range, local variation in topography that it is often difficult to “see the forest for the trees”.  Without using some effective method to filter out the short range signal, it is almost impossible to produce a classification that can detect the longer range signal associated with landform features operating at the hillslope scale. The massive size of LiDAR DEM data sets also imposes severe constraints on the programs and algorithms developed to process more tractable data sets of several millions to tens of millions of cells. With LiDAR data it may be a case of “be careful for what you wish for or you may get it”.  LandMapR is not currently equipped to process massive LiDAR DEM data sets due to an inability to effectively filter these data sets to remove noise and enhance signal and a second inability to process massive data sets of hundreds of millions of cells through algorithms not designed to manage these volumes of data. A new generation of tools and algorithms is likely to be needed in order to make effective use of this next generation of very fine resolution DEM data. 
5.4 Methods of Creating Rules

LandMapper has used visual analysis of available input data sets and manual assessment of appropriate input variables to use and appropriate threshold values to adopt to define output classes. This approach has been entirely empirical and heuristic.  It is not supported by statistical analysis or formalized data mining.   The question arises as to whether this approach is defensible and why more rigorous techniques have not been adopted to create quantitative rule bases.  
In the first instance, LandMapper has consistently been required to formulate rules to capture and implement an existing, published, system of ecological classification.  It has never been the intent that a new and exotic system of classification be established through statistical analysis and ordination of sample data. So an unsupervised classification approach has always been ruled out.  Supervised methods of using sample data to establish rules for relationships between observed classes and classes or values of input data layers could obviously have been used. However, early on, a challenge was issued to attempt to capture and apply the existing published heuristic knowledge without recourse to collecting and using expensive field observation data. The approach of trying to capture conceptual classes through iterative, empirical means proved to be as effective as other alternatives that made use of geo-located training data sets.  Since the empirical approach requires no expensive field training data, it has been embraced as the most affordable mechanism for capturing rules for an existing published system of classification.
The empirical approach assumes that an existing classification system can be treated as a form of knowledge representation and that manually defined fuzzy rules can convert the knowledge contained in the classification keys, diagrams and textual descriptions into formal, quantitative rules.  We assume that soil-landscape and ecological-landscape models are valid and reasonable representations of structured knowledge and we do not propose to re-learn this knowledge by means of searching reference or training data sets for patterns of spatial co-occurrence. We seek to identify and use only input variables that provide a clear and identifiable approximation of concepts used to define the ecological classes in the appropriate field guide.  Our rule bases read like literal transcriptions of the published classification guidelines into the language of fuzzy logic.  
5.5 Input Variables

There has been some growth in the availability of new input variables for use in automated classification and mapping.  New algorithms have appeared for characterizing local surface shape (Shary et al., 2002) and flow accumulation (Wilson and Gallant, 2000a).  It is hoped that there will be new developments leading to new variables that can be used to establish contextual position in space.  New measures of relative landform position are needed to approximate human concepts of relative slope position. New multi-scale measures of contextual position across a hierarchy of scales are also needed.   Automatically computed measures of range and amount of local variability or uniformity need to be introduced to assist in recognizing clusters, or regions, that have similar patterns and scales of variability or uniformity. 
In B.C., and elsewhere, progress needs to be made in finding data sources and processing methods that will support improved and more rapid production of maps of parent material lithology, locally relevant variation in climate and locally important variation in depth to water table. These conditions are all amenable to sensing by various means, but no reliable data sources or processing techniques have yet appeared for routine operational use.  
Automated prediction of the texture and mineralogy of surficial materials would provide a dramatic improvement on the current manually intensive interpretation of the distribution of parent material classes. Local variation in climate, such as occurs in areas of cold air accumulation and frost pockets may be amenable to detection using multi-temporal analysis of patterns of greening-up and senescence of vegetation as revealed by NDVI or greenness indices from multi-date imagery.  Local pockets of cold air drainage and frost may be detectible as areas of late emergence of spring growth and early senescence. Thermal and radar remote sensing may be able to provide inputs for modeling the spatial distribution of other cooler, wetter areas of high water table.  
At present, the LandMapR procedures take the path of least resistance and use manual interpretation and digitizing to produce maps that estimate the spatial distribution of these important environmental variables.  In the future, it is hoped that accurate and cost-effective options will appear that will support automation of the production of these inputs.  This automation must be both at least as inexpensive as the manual procedures and able to produce maps that are at least as accurate. Otherwise, adoption of such procedures would only provide an appearance of elegance and high technology at the expense of higher costs and no increase in accuracy.  Cost-benefit analysis ultimately drives all commercial decisions about what technologies to adopt and use and which ones to delay using until they become affordable and dependable.
5.6 Costs and rates of progress

Other than technology push, the driving force behind the adoption of automated procedures for ecological or soil mapping is the need to lower costs and increase rates of mapping progress. 
LandMapper’s forest company clients routinely paid as much as $3.50 per hectare for conventional ecological mapping as recently as 2000.  If the entire 10 million hectares of the Cariboo Forest Region had been mapped at that rate, the cost would have totaled $35 million dollars.  It could have taken 10 expert ecologists up to 10 years to complete the mapping and the end result could have failed to achieve a validated accuracy of 65%. The clients obviously wanted to lower costs, increase the rate of production and lower their risks of failing to achieve the required minimum level of accuracy.  
Automated predictive mapping has proven its ability to lower costs and increase rates of production while producing map products that are at least as accurate (within small areas) as the conventional TEM maps they are replacing.  Forest company clients are not prepared to pay a premium for procedures that require expensive custom inputs (e.g. custom DEMs or field sample data) or use expensive modeling tools or procedures if there is no payoff.  If simple, empirical approaches and available data sources can produce maps that meet the minimum provincial requirements for accuracy at the lowest cost, then these are the approaches that will be used.  
To have seen per hectare costs for ecological mapping in B.C. reduced from as much as $3.50 to as low as $0.20 over a period of less than 5 years has been quite amazing. Increases in efficiency and decreases in price may not yet have reached their limits. It is entirely conceivable that costs may go as low as $0.035 per hectare, representing just 1% of the costs of less than 5 years ago. Needless to say, there has been a reduction in consulting personnel employed in making ecological maps in B.C.  The extent of areas mapped has not risen to compensate for the reduction in per hectare charges.  The scary thing is that maps that are prepared at 10% or less of the cost of maps prepared only a few years ago are not demonstrably poorer or less accurate than the more expensive conventional TEM maps.  
With costs of potentially less than $0.05 per hectare and rates of progress of 10 million hectares per person per year realistically attainable, it becomes possible and tempting to begin to consider creating a single, continuous map coverage for an entire province or state in a reasonable time and at a reasonable cost.  
6. CONCLUSIONS
Automated predictive mapping of soils, landforms and ecological classes has arrived and is here to stay.  It is cost effective and can produce maps that are as reliable as those produced using conventional manual mapping techniques. It is ready to move, and already has moved, from an area of research interest and investigation into a technique that can be used for full-scale operational application on a commercial basis. Many different approaches exist for implementing automated methods and they will continue to change and develop. However, some approaches already represent viable alternatives to conventional mapping.
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