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INTRODUCTION

Storms in the Midwest

The type of rainstorm that most frequently produces
flash floods in the Midwest is very localized and produces a
large amount of rainfall. According to Changnon and V ogel
(298l), these storms usually last from 3 to 12 hours, signifi-
cantly affect fewer than 400 sgquare miles, and have 1- to 4-
hour rainfall totals in excess of 3 inches. Changnon and
Vogel's study indicates that approximately 40 of these storms
occur in an average year in lllinois, or about one storm for very
1,500 square miles of territory. These storms cause serious
local flooding problems on farmland (crop damage) and in
urban areas, and interfere with small-reservoir operations.

A larger version of the storm described above is the most
damaging flood-producing storm experienced in the Midwest
and occurs on the average of about once in two years within
the region (Huff, 1986). These “blockbuster” storms gener-
aly last from 12 to 24 hours, produce extremely heavy rainfall
over a 2,000- to 5,000-square-mile area, and typically create
10- to 12-inch amounts of rain at the storm center. Rainfall
amounts in excess of the 100-year recurrence-interval value
of point rainfall commonly encompass areas of several hun-
dred sgquare miles about the storm’s center.

A substantial portion of the maximum point rainfalls
recorded in the precipitation data used in the present study
occurred in storms of this type. Although they are rather rare
occurrences, these storms may occur in clusters. For example,
two of the three blockbuster storms that occurred in lllinoisin
1957 took place within two weeks of each other. On the other
hand, there have been times when no blockbuster storm was
observed for several consecutive years.

Other flood-producing storms, affecting relatively large
areas ranging from the size of a county to 20,000 or more
square miles, result from a series of moderately intense
showers and thunderstorms that occur intermittently for peri-
ods of 1 to 10 days. Many of these individual storms would
produce little or no damage by themselves, but collectively
they can cause urban drainage systems to overflow, and creeks
and rivers to swell beyond capacity. This can result in both
localized and widespread flooding.

The frequency distributions of heavy rainfall resulting
from the storm systems described above are of importance to
engineers and others involved in designing and operating
structures, such as storm sewers and retention ponds, that can
be affected by these events. To meet this need, our nine-state
study has concentrated on determining rainfall frequency
relations over a wide range of storm periods or partial storm
periods (5 minutes to 10 days) and recurrence intervals (2
months to 100 years). The large-scale analysis program
required was considered necessary to meet the diverse needs
for rainfall frequency information, both now and in the
foreseeable future.

Rationale for the Study

Some specific needs led to the undertaking of this study.
First, frequency relations for the Midwest had not been
updated since Hershfield's U.S. Weather Bureau Technical
Paper 40 (TP40) in 1961. Second, further stimulation for the
study resulted from recent findings (Huff and Changnon,
1987) that an apparent climatic trend operated on the fre-
quency distributions of heavy rainstorms in lIllinois from
1901-1980, which was confirmed by Huff and Angel (1990)
for portions of the Midwest. Third, there was a need for more
detailed spatial description of the variations in rainfall amounts
for any given duration and recurrence interval than was
provided in the TP40 study.

One of the problems with TP40Q is that its 100-year, 24-
hour values have been exceeded too frequently in certain
regions of the Midwest. Table 1 summarizes the number of
times that these values were exceeded for selected, long-term
stations in each state. Assuming a binomial distribution, the
probability of exceeding a 100-year event in a given year can
be calculated for a particular station. For example, in Illinois
the probability of exceeding a 100-year event is 0.583 with an
average record length of 87 years. With 61 stations, one would
expect a 100-year event to have been exceeded approximately
36 times during this period (column d in table 1) rather than
the 69 times that were observed (column c in table 1). The
results in Michigan are even more striking, with over three
times the expected number of storms exceeding the 100-year
value. But in Missouri the TP40 values were not exceeded
nearly as often as expected, which suggests that these values
are too high. For the entire Midwest, 246 storms exceeded the
100-year value against an expected humber of 171 storms (a
ratio of 1.43).

The present study has used a much larger, longer sample
of precipitation data than was available for previous U.S.
studies by Yarnell (1935), Hershfield (1961), and Miller et al.
(1973), and an Illinois study by Huff and Neill (1959a). The
present study has employed a comprehensive data sample
from 409 stations in nine states across the Midwest (lllinois,
Indiana, lowa, Kentucky, Michigan, Minnesota, Missouri,
Ohio, and Wisconsin). Records from 275 of these stations date
back to the early 1900s. Thus we were able to provide greater
gpatial detail than was possible in the previous studies.
Furthermore, the longer time sample should provide more
accurate estimates of the various frequency distributions,
particularly for relatively long recurrence intervals (25 years
or more).

All the resultsin this report are expressed in the English
system of units. It is anticipated that hydrologists and others
who use the information will continue to use the English
system in the foreseeable future. The following conversion
table can be used in converting English units to metric units.



Table 1. Number of Times the 24-Hour, 100-Year Value
from Technical Paper 40 |s Exceeded by State

(a) (b)

Average

Number of length of

stations record

Illinois 61 87
Indiana 41 64
lowa 43 80
Kentucky 25 67
Michigan* 46 60
Minnesota 25 67
Missouri 44 62
Ohio 41 60
Wisconsin 13 78

Midwest

*From Sorrell and Hamilton, 1990

Conversion Table

Multiply By To obtain

Inch (in.) 254 Millimeter (mm)

Mile (mi) 16 Kilometer (km)
Square mile (mi?) 2.6 Square kilometer (km?)

Organization of the Report

This report is divided into two main parts: Analyses, and
Distribution Maps and Tables. Readers interested solely in
obtaining rainfall amounts for particular durations and recur-
rence intervals should see chapter 3 and part 2. Chapter 10
provides a complete overview. Those interested in how the
vaues were obtained should see the Introduction and chapters
1 and 2, which describe why the study was undertaken, the
data sets used, and the statistical analyses that were applied.

Chapters 4, 5, and 7 provide auxiliary information about
heavy stormsin the Midwest, which may be useful for design
and planning purposes. These chapters describe rainfall dis-
tribution within a storm, spatial characteristics of storms, and
changes in the rainfall distribution through the seasons.

Chapter 6 addresses the issue of climate change and
extreme rainfall, and documents significant changes with
time over parts of the Midwest. Chapters 6 and 8 address two
of the basic statistical assumptions of heavy rainfall events: a
stationary time series and spatially independent rain events.
Chapter 9 discusses the dispersion of point values around the
climate section mean values found in the tables in part 2.

Basic Considerations

The basic philosophy applied in the nine-state study was
that a combination of appropriate statistical techniques,

2

(© (d)

Number of Number of
times times

exceeded expected Ratio (c)/(d)
69 36 1.92
17 20 0.85
20 24 0.83
11 12 0.92
71 21 3.38
14 12 117
4 20 0.20
27 19 142
13 7 1.86
246 171 143

guided by available meteorological and climatological knowl-
edge of atmospheric processes, provides the best approach to
the problem. In so doing, it is important to remember that
the natural laws operating in the atmosphere are not controlled
by any particular statistical distribution. Within the limits of
the data sampled (for example, 25, 50, or 100 years), however,
the application of appropriate statistical analysis provides a
means of optimizing the information contained in that data.

The specific type(s) of statistical distribution that will
provide the optimal rainfall frequency relations for a given
location will vary depending on such factors as climate, land
features (topography, large water bodies, etc.), and season of
the year (if a seasona analysis is being performed). Thus
climatology would suggest it is doubtful whether the same
statistical distribution that provides a good fit for Chicago data
would also achieve the same degree of reliability if applied to
data for Miami, Phoenix, or Seattle, where the precipitation
climates have substantially different characteristics than at
Chicago. For example, see Changnon’s definition of the
nation’s rainfall climate zones based on analysis of hourly
rainfall amounts and their distributions (Changnon and
Changnon, 1989).

It is aso important to remember that any specific
statistical distribution serves only as a means of optimizing
information contained in the data sample. One must be very
cautious in extrapolating the derived frequency relations
beyond the limits of the data. Thus if rainfal frequency
relations have been derived from an 80-year data sample, it is
reasonable to assume that the relations should be satisfactory
for estimating the expected 100-year event, but certainly not
the 500-year event. Thisis too far beyond the limits of the data.
In fact, there is no assurance that the natural laws affecting the
rainfall will continue to closely follow any particular
statistical distribution for the next 500 years. If significant



climate changes are occurring, as indicated by numerous
investigators, then rainfall processes cannot be assumed to
remain stationary in the future.

Before describing the specific procedures used in our
nine-state study, it is necessary to mention another basic
problem aways encountered in rainfall frequency studies.
There are two sources of potential variability contained in the
data sample for a given location: natural and human-induced
variability. The natural variability factor can cause significant
differences to appear in the frequency distributions of two
stations located within an area of apparent precipitation
climate homogeneity. This variability can be caused by one
or severa storms of abnormal intensity occurring at one sta-
tion and not the other, even over along period. Thisis not an
uncommon occurrence in regions such as the Midwest where
thunderstorms are the primary producers of heavy rainstorms.

Unfortunately, this natural variability is very difficult,
if not impossible, to separate from human-induced variahility,
which aso often affects the data sample at a particular loca-
tion. This variability is influenced by such factors as improper
raingage exposure, the worst source of measurement error;
recording errors; and mistakes in processing rainfall data.
Vogel (1988) provides some good examples of problems
created by improper raingage exposure, data processing inad-
equacies, and inadequate gage maintenance.

If isohyetal maps of rainfall frequency relations are to
be the end product of a study, some scientific judgment must
be used in assessing such data differences between stations.
These variability errors cannot be completely eliminated by
statistical treatment of the data. If areal mean frequency
relations are derived for areas of similar precipitation climate,
however, this problem can be reduced substantially.

Another important issue is the decision not to use hourly
precipitation data to directly calculate rainfall frequency
values. The hourly data were not used for three reasons: the
period of record is typically shorter than for the daily reporting
stations (35 years or less in most cases); there are fewer hourly
stations in the region by a factor of 2; and, most importantly,
the quality of the data is much poorer than that of the daily
data. Sorrell and Hamilton (1990) came to the same conclu-
sion about the drawbacks of the hourly data in their rainfall
frequency analysis of Michigan. Developing an analysis
based directly on the hourly data with the same accuracy and
detail as the daily data would have been impossible. There-
fore, the hourly data were only used to develop relationships
between the daily data and durations less than daily (see
chapter 1 for more discussion on the technique used).

Pilot Study

Initially, a very detailed study of Illinois rainfall
frequency relations was made (Huff and Angel, 1989). In
this study, the authors explored the use of those statistical
distributions considered to have potential for application in
Illinois based on (1) the observed characteristics of the
data sample and (2) consideration of the precipitation climate
and influences generated by certain topographical features

and two large, urban areas (Chicago and St. Louis). An 83-
year sample of data (1901-1983) for 61 cooperative stations
and 34 recording gage stations in and near Illinois was
available at the start of the pilot study.

It was assumed that the analytical techniques derived
in the lllinois study were applicable to the other eight states
in the Midwest, since there are no major changes in the
general precipitation climate within this region. That is,
there are no changes to atropical, desert, or maritime climate
within the region—the general climate type is humid con-
tinental. The above method of deriving analytical techniques
from a detailed investigation of one climatically represen-
tative state (or area) in the region of interest is considered by
the authors to be appropriate, time-saving, and cost-effective.

Information Accumulated for Each State

For each precipitation station in the pilot study, the
frequency distribution of rainfall amounts was determined for
storm durations of 5 minutes to 10 days and for recurrence
intervals ranging from 2 months to 100 years to adequately
meet the needs of users. Mean rainfall frequency relations
were then calculated for each climatic section in the nine
states. The climatic trend at each station was measured
through use of the ratio of rainfall amounts in a 40 year-period
(1947-1986) to those for the previous 40-year period (1907-
1946) for selected recurrence intervals and rain durations.

From the point (station) data, frequency relations were
developed in the form of isohyetal maps for selected rain per-
iods and recurrence intervals (those most commonly used by
hydrological engineers and others). Regional maps were
derived for rain periods of 1, 2, 3, 6, 12, 24, 48, 72, 120, and
240 hours, and for recurrence intervals of 2, 5, 10, 25, 50, and
100 years. Methods have been provided for computing rain-
fall for the lesser used storm periods of 5 to 30 minutes, and
for recurrence intervals of 2 to 12 months.

As indicated above, areal mean relations were also
determined for each climatic section in each state. Section lo-
cations are shown in figure 1. Results, presented in tabular
form, include the entire range of rain periods and recurrence
intervals used in the point rainfall computations. Assuming
approximate homogeneity of heavy rainfall climate within a
section, the average relations are considered more reliable
than point values. The mean section relationship helps mini-
mize the effects of the natural variability and human-induced
sampling errors, which sometimes distort the true distribution
pattern of heavy rainfall at specific sampling points (stations).
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PART 1. ANALYSES
1. DATA AND ANALYTICAL APPROACH

This study relied primarily on data from 275 daily
reporting stations of the National Weather Service (NWS)
cooperative network, which had records exceeding 50 years.
These data were provided in digital form by the National
Climatic Data Center and, in some cases, keypunched by the
Midwestern Climate Center from written records. The cover-
age ranged from good in Illinois, Indiana, lowa, Michigan,
and Missouri to sparse in Minnesota, Wisconsin, Ohio, and
Kentucky. These data were supplemented by daily data from
134 cooperative stations with shorter records (1948 to present),
by first-order station data, and recording raingage data where
available (1948 to present) (figure 2).

Because the cooperative network provides only daily
amounts of rainfall, an empirical factor of 1.13 was used to
convert calendar-day rainfall to maximum 24-hour rainfall.
This empirical factor was developed by NWS analysts (U.S.
Weather Bureau, 1953) and confirmed by Hershfield (1961)
and Huff and Neill (1959a). This factor was investigated fur-
ther in the nine-state study by using al recording raingage data
for the period 1948-1987 in Indiana and Illinois. Analysis ver-
ified the earlier findings that 1.13 represented the average
ratio of maximum 24-hour to calendar-day rainfall in heavy
rainstorms. Conversion factors of 1.05 and 1.02, respectively,
were obtained for converting 2-day rainfall to maximum 48-
hour rainfall and 3-day rainfall to maximum 72-hour rainfall
in heavy storm events. The ratios decreased to 1.01 for 5-day
and 10-day storms. These are average factors that may vary
considerably between storms, but should result in only small
errors when applied to a large sample of storms, such as used
in this study. Table 2 shows the various conversion factors.

Recurrence-interval amounts for rain periods of less
than 24 hours were obtained from average ratios of x-hour/24-
hour rainfall. These ratios were determined primarily from
recording raingage data for 1948-1983 at 34 Illinois stations
and 21 stations in adjoining states (Huff and Angel, 1989).
Results of a similar study, based on the Chicago urban
network data for 1948-1974 (Huff and Vogel, 1976) and ratios
developed by Hershfield (1961) were also considered when
determining the empirical factors. All the information sources
provided ratios that were in close agreement. Results are
shown in table 3.

Freguency relations are usually developed for recur-
rence intervals of one year or longer. To meet some user
needs, however, it was necessary to develop frequency rela
tions for time periods shorter than 12 months. The data
analysis showed that 2-month to 9-month frequency values
are strongly related to the 2-year values. The x-month/
24-month ratios were found to be spatially consistent for all
recurrence intervals. These ratios are shown in table 4 for

Figure 2. Stations used to derive the rainfall
frequencies

storm periods of 24 hoursto 10 days. The 24-hour values are
also applicable to storm periods of less than 24-hour duration.

For each station, the data were used to determine the
annual maxima time series from the highest precipitation
amount recorded in each year for a given storm duration.
Station (point rainfall) frequency curves were then calculated
for the various storm rainfall durations of interest. For this
report, however, the annual maxima values were converted to
partial duration values by using the transformation factors
shown in table 5 (Huff and Neill, 1959a). The partial duration
series includes al of the high values recorded during a
sampling period without regard to their annual seguence.
Thus all of the 50 highest values occurring in a 50-year period
will be included in the partial duration series, but not neces-
sarily in the annual maxima series. Although the annual
maxima series is more adaptable to statistical testing, our
experience indicates that the partial duration values are
preferred by most users of heavy rainfall frequency relations,
especially engineers involved in the design and operation of
water control structures. The rainfall values are interchange-
able through use of table 5.



Table 2. Ratio of Maximum Period Table 3. Average Ratio of X-Hour/24-Hour Rainfall
to Calendar-Day Precipitation

Rain period (hours) Ratio (x-hour/24-hour)

Sormperiod (days) Ratio 18 0.94
1 113 12 0.87
2 1.05 6 0.75
3 1.02 3 0.64
5 101 2 0.58
10 101 1 0.47
0.50 (30 min.) 0.37

0.25 (15 min.) 0.27

0.17 (10 min.) 0.21

0.08 (5 min.) 0.12

Table 4. Relationship Between 2-Year and Shorter Interval Frequency Values
for Various Rainstorm Periods

Mean ratio (x-month to 24-month rainfall) for given rainstorm period

Sorm 2- 3- 4- 6- 9- 12-

period month month month month month month

(hours)
24 0.46 0.53 0.58 0.67 0.76 0.83
48 0.44 0.51 0.57 0.66 0.76 0.83
72 0.43 0.51 0.57 0.66 0.76 0.83
120 0.42 0.50 0.57 0.66 0.76 0.83
240 0.41 0.49 0.57 0.66 0.76 0.83

Table5. Ratio of Partial Duration to Annual Maximum Frequencies

Ratio for given recurrence interval

Precipitation period (hours) 2-year 5-year 10-year
24 113 1.05 1.01
48 1.09 1.02 1.01
120 1.08 1.01 1.00

240 1.08 101 1.00



2. STATISTICAL METHODS

Background

In previous lllinois studies (Huff and Neill, 1959a;
Huff and Angel, 1989), various statistical distributions were
tested for their applicability in fitting extreme rainfal data
in the Midwest. These distributions included log normal,
Gumbel (1941). Frechet (Gumbel, 1956), Chow (1954),
Jenkinson (1955), and log-Pearson (Reich, 1972). Log-
log and semi-log fitting procedures were also investigated.
Recently, as part of our nine-state study, an investigation
was also made of the application of L-moments and maxi-
mum likelihood fitting methods to the generalized extreme
value theory (Wallis, 1989; Hosking, 1990). Results were
compared with those generated by the Huff-Angel method
described below.

No single statistical distribution was found in the earlier
[llinois studies (Huff and Neill, 1959b; Huff and Angel, 1989)
that would consistently provide a satisfactory fit over the wide
range of rain periods and recurrence intervals required to meet
user needs. These studies generally showed that the Frechet,
log-Pearson, and log-log methods provided the best fit for
recurrence intervals exceeding 2 years. These methods, how-
ever, produced unsatisfactory estimates of rainfall values for
recurrence intervals of 2 monthsto 2 years. For these shorter
intervals, log-normal and semi-log fittings of the data often
closely approximated the values indicated by plotting the
ranked observational data.

These findings support those of Sevruk and Geiger
(1980) who made an extensive appraisal of distribution
types for extremes of precipitation for the World Meteorologi-
ca Organization (WMO). But Sevruk and Geiger’'s worldwide
appraisal did not reach a conclusion concerning the
superiority of any particular distribution. They point out that
“some distributions, however, may be superior to others
under given seasona and/or geographical conditions.” This
agrees with earlier lllinois findings, which indicated that
the Frechet distribution was most applicable to annual,
spring, summer, and fall data, but the log-normal distri-
bution provided the best fit for winter data (Huff and
Neill, 1959b).

Analytical Method Employed
in the Nine-State Study

For our nine-state study, a log-log graphical analysis,
hereafter referred to as the Huff-Angel method, was used for
final derivation of the frequency relations. This method
resulted in smooth curves, such as those illustrated in the
Illinois example in figure 3. This figure shows the frequency
distribution of 24-hour maximum rainfall amounts for recur-
rence intervals varying from 2 months to 100 years. A major
change is reflected in the distribution characteristics for the
two sectional curves near the 2-year recurrence interval.
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Figure 3. Typical sectional curves in lllinois
for various recurrence intervals

Similar curves were obtained for the various sections and
individual stations (sampling points) used in our nine-
state study. The curve shape varied somewhat among sta-
tions, however. For example, at some stations, the change in
curvature began closer to the 5-year than the 2-year recurrence
interval. Changes in curve characteristics also occurred some-
times with increasing length of rain periods, but a smooth
shape was preserved. For most stations, however, a linear
fit was provided for return periods of 2 years or more.
This method is more subjective than using specific statistical
methods, such as L-moments or maximum likelihood, to fit
a specific statistical distribution (such as log-normal,

Gumbel, etc.). However, it does allow the analyst to

incorporate meteorological-climatological knowledge and
other pertinent findings from the various analysis procedures
employed in the study. For example, human-made sampling
errors were sometimes obvious in our nine-state study from
comparison of station rainfall values within areas of

approximately homogeneous precipitation climate. The
integration of all available information is especially helpful
in evaluating the rarer events (outliers) appearing in some
station records.

The Huff-Angel method places acutoff on extrapolation
at or near the 100-year frequency, since the data are not fitted
to a specific mathematical distribution. For reasons cited
earlier, however, extrapolation of any frequency relation much
beyond the limits of the data sample (80+ years at most long-
term stations) is not recommended. Furthermore, climatic and
physiographic variations can cause the “best-fit" statistical
distribution to vary within a single state as shown by Huff and
Neill (1959a).



Comparison of Huff-Angel, L-moments,
and Maximum Likelihood Methods’ Fitting
Procedures for Selected States

To evaluate the maximum likelihood and L-moments
methods, the generalized extreme value (GEV) distribution
was used because of (1) its versatility (the Gumbel and Frechet
distributions, for example, are really specia cases of the
GEV) and (2) the need for a uniform distribution for compari-
son purposes. A literature search also indicated that the GEV
distribution would be the most appropriate statistical distribu-
tion for computing point rainfall frequency relations.

Maximum Likelihood Method

The maximum likelihood method is a standard statisti-
cal procedure used in fitting a variety of hydrological data
(e.q., Kite, 1977; Farago and Katz, 1990). For the stations used
in this study, the sample size was always greater than 36 (64
on average). This method should thus yield relatively unbi-
ased estimates of the parameters.

L-moments Method

Recently, another method for fitting distributions
appeared in the literature, the L-moments method (Hosking,
1990). This method, analogous to the method of moments
(L-mean, L-skewness, etc.), uses linear combinations of order
statistics to develop estimates of the distribution. Theoreti-
caly, the advantages of this approach over the traditiona
method of moments are the smaller impact of outliers and the
more accurate inferences derived from smaller samples. This
method is being used by NWS in updating rainfall frequency
relationships in the western United States (Vogel, personal
communication, 1991).

In practice, the L-moments method is more involved
than either the Huff-Angel or maximum likelihood methods,
since it uses regional values to estimate some of the param-
eters. Thus care must be taken in grouping the stations into
appropriate regions by plotting the L-skewness versus L-
kurtosis to look for groupings, calculating a discordancy
measure by station to indicate potential problems, and exam-
ining heterogeneity through Monte Carlo simulations. All this
can easily be done using available software (Hosking. 1991).
Once the stations are properly grouped, the precipitation
amounts for various return periods can be calculated with the
appropriate distribution, based on a goodness-of-fit measure.

L-moments Regions

The L-moments technique is relatively new and thus
requires a more detailed discussion regarding its application.
Because this method uses a regional approach to estimate the
frequency distributionsat individua sites, its potential advan-
tages are that it minimizes the sampling errors at individual
sites and maximizes the number of available observations.
Two crucia factors in this approach include the ability to
identify homogeneous regions and the assumption that the
individual sites are independent of each other. Hosking and
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Wallis (1991) describe the four steps to developing aregiona
frequency analysis.

1. Screening the data. The data are controlled to pro-
vide a valid analysis. Hosking and Wallis (1991) employ a
discordancy measure based on the sample L-moments and the
sample covariance matrix to identify stations that did not fit
into the group due to data errors or to identify stations that
belong in some other group.

2. ldentifying homogeneous regions. Stations are
grouped according to their statistical and geographical char-
acteristics. The suggested method compares the L-covariance
from the observed data with simulated data from a homoge-
neous region (using Monte Carlo techniques). The differences
are divided by the standard deviation of the simulations to
become the measure of heterogeneity (H). If H isless than 1,
then the region is fairly homogeneous. Values greater than 2
are considered fairly heterogeneous.

3. Sdecting the frequency distribution. Hosking and
Wallis (1991) proposed a goodness-of-fit test to identify
appropriate distributions from a family of distributions. The
test statistics (Z) are the difference between the observed and
fitted regional L-kurtosis divided by the standard deviation of
the observed L-kurtosis. Vaues sufficiently close to zero
indicate a “‘good” fit.

4. Calculating the regional frequency distribution. The
homogeneous regions are used to calculate the frequency
distributions for the stations in each region.

The application of this methodology to the stations in
Indiana and Minnesota proved somewhat difficult and re-
quired a number of subjective decisions. Initialy, the stations
were grouped by NWS climate division since these divisions
are widely accepted as areas of reasonably homogeneous cli-
mate. Interestingly, several sites yielded high discordancy
and heterogeneous indices indicating that they belonged in
other regions. After severa iterations, seven regionsin Indi-
ana (figure 4) and four regions in Minnesota (figure 5) were
selected. As the maps show, the final regions are not always
geographically coherent. Probably the worst case is the three
stations in group 1 in Minnesota (figure 5): on Lake Superior,
along the Minnesota-Wisconsin border, and in the southwest
comer of the state. As Hosking and Wallis (1991) rightly point
out, however, the physical evidence should take precedence
over the statistical evidence. Therefore these three stations
should be incorporated into the other groups. Since the
L-moments method was not used for this report, however, a
more sophisticated treatment of the regionalization was
not developed.

The task of regional frequency analysisis further com-
plicated by extreme rainfall events that may not be spatially
independent (see Chapter 8). Spatial correlations between
stations will cause problems with the test statistics, especially
the heterogeneity and goodness-of-fit test. Hosking and Wallis
(1991) therefore recommend that these statistics only be used
as guidelines and not for hypothesis testing.

In general, assuming readily identifiable homogeneous
precipitation regions with highly independent stations, one



Figure 4. L-moments groups for Indiana

can take full advantage of regional analysisto overcome sam-
pling errors and short records. In the application here, how-
ever, the appropriateness of aregional analysisis not as clear-
cut since identifying homogeneous regions is difficult and
some spatial correlation exists among extreme rainfall events.

The standard method of moments technique was not
used in the comparisons due to its relatively poor performance
compared with the other techniques (based on preliminary
data). This method has been generally applied to the Gum-
bel distribution.

Results

For comparison of the three methods, Indiana and
Minnesota were selected for their relatively diverse climatic
features in the Midwest region. The Huff-Angel values had
been previously calculated and were not influenced by the
results of the other two methods. The Huff-Angel and maxi-
mum likelihood methods were applied to individual stations.
On the other hand, the L-moments method was applied to
homogeneous groups of stations. The results are presented by state.

Indiana. Tables 6 and 7 summarize the differences
found for 41 stationsin Indiana from comparison of 24-hour,
100-year rainfall estimates. In general, the Huff-Angel method
yielded dlightly higher rainfall amounts than either the L-
moments or maximum likelihood methods. The root mean
square errors (RMSE) are about the same for all three meth-
ods. Analysis of the correlation between the L-moments and
Huff-Angel methods shows good agreement throughout the
25-year recurrence interval (table 6 and figure 6). This
relationship deteriorates somewhat at the longer intervals, as

Figure 5. L-moments groups for Minnesota

expected, because the methods extrapolate beyond the data,
thus increasing the uncertainty in the values. No strong
evidence of a bias is present until the 100-year amounts, which
are being estimated with less than 100 years of data (35 to
85-year records), are reached, and any differences in the
methods become more noticeable at the rarer recurrence
intervals. Figure 7 shows examples of good (Albion, IN) and
poor agreement (Bloomington, IN).

The 100-year values from the Huff-Angel and the L-
moments methods were used in a worst-case comparison.
Differences will usualy be largest at this return period. The
Huff-Angel method resulted in larger 100-year values at 21
stations (51 percent), compared with 19 stations (46 percent)
with the L-moments method. One station (2 percent) had
equal values with the two methods. The mean of the 100-year
values was 6.4 inches for the L-moments method and 6.6
inches with the Huff-Angel method. The median difference
(0.2 inch) is equivalent to a 3 percent difference. The median
difference (0.3 inches) is equivalent to a 5 percent difference.
These relatively small differences are insignificant from a
meteorological standpoint. Differences much greater than
those obtained from the two fitting methods could result from
natural variability, human-induced variability, and extrapola-
tion of the curves beyond the data to determine the 100-year
values. For example, for the 100-year values, the spatia
variance between the 41 stations was 1.04 inches while the
variance of the differences between the Huff-Angel and L-
moments methods was 0.54 inch.

Although the data do not strictly satisfy all the assump-
tions, asimple Analysis of Variance (ANOVA) mode shows
that there are no significant differences in the state-wide mean
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Table 6. Comparison of Three Methods
for Estimating 24-hour Maximum Amounts at Selected Return Periods for Indiana

Huff-Angel vs. Huff-Angel vs. Maximum likelihood
Maximum likelihood L-moments vs. L-moments
Return Mean Corre- Mean Corre- Mean Corre-
period difference lation difference lation difference lation
(inches) (inches) (inches)
2 -0.03 0.98 -0.03 0.91 0.00 0.97
5 0.05 0.94 0.02 0.90 -0.03 0.98
10 0.07 0.96 0.03 0.92 -0.04 0.96
25 0.07 0.90 0.03 0.88 -0.04 0.89
50 0.06 0.81 0.04 0.79 -0.03 0.84
100 0.07 0.72 0.07 0.70 0.01 0.79

for the three methods. An examination of the data shows that
some degree of skewness is present (figure 8). The estimates
from the maximum likelihood method are least conservative
(have a longer tail), and the L-moments estimates are most
conservative with many more vaues lying in the middle of the
distribution. The estimates by the Huff-Angel method rank
between the other two methods.

To summarize, there are no meteorological or statistical
differences in the methods used. By design, however, the L-
moments method gives dlightly more conservative values
than the other two methods. Since wearedealing with samples
from an unknown population, it is difficult to ascertain if more
conservative values are better or not. The more conservative
estimates may provide a relatively poor fit to the observa-
tional datain some cases. For example, in figure 7, the Huff-
Angel curve appears to fit the observational data better than
the L-moments curve.

The results of the L-moments study for Indiana were
mapped, analyzed, and compared with the results of the Huff-
Angel method for the 100-year, 24-hour values (figure 9).
Although the patterns for both methods are generally similar,
some of the spatial detail is lost in the L-moments pattern
(figure 9b), especially in southern Indiana. Both maps show
aridge of relatively heavy rainfall extending south-southwest
from north-central Indianato its southwestern border. The L-
moments map (figure 9b) indicates an increase in the rainfall
gradient northward along theridge—that is, the highest values
(8 inches) are indicated in north-central Indians—but the
rainfall gradient increases from north to south on the Huff-
Angel map (figure 9a). Interstate analyses showed that the
ridge continues south-southwest from southwestern Indiana
to amaximum in southeastern Illinois and western Kentucky:
this agrees with the general climatic gradient of rainfal in
these midwestern states. The L-moments high in north-central
Indiana (figure 9b) was apparently produced by data from two
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short-term stations at Logansport and Warsaw. As shown on
the Huff-Angel map (figure 9a), the north-central high is
squeezed between lows to the west, east, and north, and is the
northern extremity of the rainfall high.

In southern Indiana, the Huff-Angel pattern also indi-
cates a low extending northeast from the southern border. This
low appears to be an extension of relatively low 100-year
rainfall amounts over eastern Indiana, western Ohio, and
eastern Kentucky (as shown by interstate analyses). Thus
there is relatively strong climatological support for this
pattern anomaly. The Indiana low has been essentially elimi-
nated by the L-moments fitting process.

A third region of some disagreement exists in extreme
northwestern Indiana. Here, the Huff-Angel map indicates a
more intense rainfall center (9 inches) than the L-moments
pattern (8 inches). This high has strong climatological support
with respect to location and intensity from Valparaiso and
LaPorte in Indiana and from stations to the west and northwest
in northeastern Illinois (Kankakee, Joliet, and Aurora). The L-
moments process recognizes the pattem, but appears to reduce
the magnitude more than is supported by the observational
data responsible for establishment of the pattern anomaly.

The foregoing examples are presented to emphasize the
necessity for integrating meteorological-climatological in-
formation and knowledge into rainfall frequency analyses,
rather than placing complete dependency on a favored statis-
tical distribution. The strictly statistical approach eliminates
the subjectivity factor, but, in so doing, it ignores important
scientific information pertinent to the problem. For the Huff-
Angedl and L-moments methods, the maps of the 100-year
recurrence values showed the largest differences. All of the
shorter recurrence-interval patterns, however, were in close
agreement for the two methods.

Minnesota. In Minnesota, 25 long-term stations were
used. Table 8 shows that the Huff-Angel method is in closer
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Albion
Anderson
Angola
Berne
Bloomington
Bowling Green
Collegeville
Columbus
Evansville
Farmland

Ft. Wayne
Frankfort
Goshen College
Indianapolis
Jasper
Kokomo

L ogansport
Marion
Markland Dam
Moors Hill
Mt. Vernon
O